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Abstract: The paper presents a feasibility analysis of changes in the manner of de-
velopment a former sports facility, Edmund Szyc Stadium in Poznan. The terrain
and adjacent areas were inventoried, including the assessment of inter-area relation-
ships. Based on the inventory and authors' surveys, three developmental variants
were selected for further analysis. Particular attention was paid to the purpose of the
area in the local zoning plan (local spatial development plan) and the preferences of
its local community. A multi-criteria analysis carried out with three different meth-
ods — AHP, MAUT and PROMETHEE II indicated the second variant as optimal.
Additionally, the authors performed a sensitivity analysis of the AHP method to de-
termine the weight of adopted criteria. This allowed for observing what impact these
changes had on the final result. The sensitivity analysis was performed only for
3main groups of criteria. The implementation of activities planned in the concept
will allow for optimal land development, improvement in functionality as well as
improvement in visual and landscape characteristics of the city.
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12 Zbigniew Walczak et al.

1. Introduction

Revitalization of Polish cities is currently one of the most urgent issues related
to the continuous degradation of urban substance (Parysek 2015, 2017, Tofiluk
et al. 2019). The matter was pointed out by legislators when they introduced the
Act on Revitalization of October 9, 2015 (Journal of Laws of 2015, item 1777).
Revitalization is a process that aims to stop the degradation of urban areas,
counteract violent crisis incidents by making local residents involved in,
strengthen pro-environmental activities, and protect the current national heritage
by taking into account all principles of sustainable development (Boryczka
2016). Therefore, it is a direct response to the progressive social, spatial and
economic degradation of urban space (Domanski & Gwosdz 2010). A properly
carried out revitalization process should take into account not only social, eco-
nomic and technical aspects (Urbanska-Galewska et al. 2013) but also formal
and legal (Ostrega & Uberman 2005) as well as environmental perspectives
(Przewozniak 2005). Sometimes, it is quite problematic, particularly in the con-
text of reconciling conflicting requirements or expectations regarding revitaliza-
tion. In such a situation, a decision problem may arise, which can be tried to be
solved by using one of numerous methods of multi-criteria decision support.

Post-industrial facilities are often revitalized, and with great success. The
following implementations can serve as an example here: Manufaktura in L6dz,
Stary Browar in Poznan, Graffica in Rzeszow — all have been recently revitalized
and serve as shopping centres (Budner & Pawlicka 2013, Dabrowski 2012, Frey &
Kozicki 2009, Swierczewska-Pietras 2009, Télle 2007, Twardzik 2015). Revitaliza-
tion of post-industrial facilities may be intended for use as modern apartaments 1i.e.
"Tkalnia 14” in Zielona Goéra — the object built in 1864 and originally used as
a weaving mill (Turek 2013) or as cultural/ touristic facilities (museums), i.e. the
Museum of Artistic Foundry (Muzeum Odlewnictwa Artystycznego) on the prem-
ises of Steelworks and Foundry in Gliwice (Nitkiewicz-Jankowska 2006).

Sports facilities are built or revitalized often when major sporting
events are to be organised in a not so distant future e.g. National Stadium in
Warsaw or the Stadion Energa Gdansk (Kamrowska-Zatuska & Kostrzewska
2014, Sobiera 2012). New facilities are often located in former brownfields or
heavily degraded urban areas. Such investments are undoubtedly a major stimu-
lus towards a socio-economic recovery, an improvement in spatial order, and
also have a positive impact on improving the image of a given city and the local
identity of its residents (Taraszkiewicz 2018, Taraszkiewicz & Nyka 2017,
Tomanek 2015, Wojtowicz-Jankowska 2010). The higher rank of an organised
event, the more the revitalization activities contribute to better spatial order
(Kostrzewska 2016). Undoubtedly, it is problematic how to use these facilities
after the event itself (Berbeka 2013, Kamrowska-Zaluska & Kostrzewska
2014). Large sports facilities, constructed or modernised on the occasion of
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major sporting events, do not play a leading role when the events end. Indeed,
an isolated facility will not be an attraction in itself. It must have an appropriate
subsidiary premises thanks to which it could be recognized, in addition to its orig-
inal purpose, as a tourist attraction. However, it requires additional investments,
e.g. construction of a sports museum, etc. Therefore, such decisions should be
preceded by a comprehensive analysis.

A separate issue is the modernisation and revitalisation of sports facili-
ties that have ceased to perform their original functions, with insufficient func-
tionalities, when there is a lack of adequate complementary infrastructure or
they have simply fallen into ruin. Former sports facilities, erected during the
communist era and enjoying great interest at that time, often require or have
required major modernisation and revitalisation. If it has been carried out, sports
facilities can be further used successfully (Masierek & Torzewski 2018,
Pedraszewska-Sottys & Dzioban 2018). Sometimes, however, they are aban-
doned, forgotten, neglected and fall into ruin. An example here would be Ed-
mund Szyc Stadium (Polish: Stadion im. Edmunda Szyca) in Poznan, a multi-
purpose stadium opened in 1929, which until 1995 served as the stadium of
Warta Poznan Sports Club. The article is an attempt to assess the revitalisation
potential of the former sports complex and possible indication of directions of
changes in the development of the facility and its adjacent areas.

2. Facility

The history of former Lech stadium's grounds named after Edmund Szyc dates
back to as early as the first half of the 20th century and is associated with the
"Comprehensive National Exhibition" (Powszechna Wystawa Krajowa) in Poz-
nan in 1929. The facility found its location in the close proximity to the city
centre, unfortunately in wetlands, where the Warta riverbed once existed, and
then there was a backwater area (Fig. 1).

During World War II, the premises of the stadium became a Jewish labour
camp and a place of execution. Considering this tragedy, near the stadium there was
erected a monument dedicated to the memory of the victims of this crime.

The stadium was successfully rebuilt after 10 years of functioning in the
urban space, in 1957. It brought the times of prosperity for the facility and
turned it into one of the most important sports centres in Poland. The stadium's
first degrading factor was the change of Lech's club location to the facility at
Bulgarska Street in 1980. However, the main factor that led to the stadium's
total collapse was the withdrawal of the main sponsor in 1989. The difficult
financial situation forced the management to sell the plot, and the terrain of the
stadium was intended for housing development.

The city authorities, after many years of discussions and efforts, man-
aged to achieve success in this matter. They bought the facility with adjacent
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areas of approx. 6,5 ha. Ipso facto, the area was given a chance to renew its
character and commence works related to its revitalisation.
Currently, the stadium is devastated. A detailed inventory showed large

amount of glass and litter on its premises (Fig. 2).

ol

0123 4 SkmN

Fig. 1. Location of the stadium Edmund Szyc against the background
of the city of Poznan

Fig. 2. Current stadium status
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3. Analysis

The authors made a feasibility analysis of the manner the object could be devel-
oped using multi-criteria analysis tools (MCDM) i.e. Analytic Hierarchy Pro-
cess — AHP (Saaty 2008), Multi-Attribute Utility Theory — MAUT (Wallenius
et al. 2008) and Preference Ranking Organization METHod for Enrichment of
Evaluations —- PROMETHEE II (Vincke & Brans 1985).

Five main criteria were identified: social — G1, environmental — G2,
functional — G3, spatial — G4 and economic — G5. Sub-criteria were assigned to
each of the designated groups, which allowed for a more detailed analysis of the
significance of individual criteria with reference to selected variants. In total, 19
sub-criteria were defined (Table 1). In order to additionally verify the created
ranking of variants, the results obtained with the AHP method were compared
with the results from the MAUT and PROMETHEE II methods. Table 1 also
compares the adopted values of individual expert assessments based on own
experience, the area inventory, the analyses of MPZP and SUIKZP and the ex-
pectations of the local community (surveys). The weights of individual criteria
(Table 1) were determined by the AHP method using a pair-wise comparison
matrix.

The decision problem can be illustrated with a simple graph showing
the adopted hierarchical structure (Fig. 3).

Three land development variants were proposed for consideration:

V1 — sports, cultural and artistic facility / sports and entertainment hall,

V2 —recreation area / park with small architecture elements,

V3 — recreation and service facility / restaurants.

Fig. 3. Hierarchical structure of the problem of optimising development concerning
Edmund Szyc stadium



16

Zbigniew Walczak et al.

Table 1. Assessments of analysed variants for changes in the manner of area
development developed

. Scale of . Variant
Criterium assessment Weight V1 ‘ V2 ‘ V3
Social G1
K1 | Target reach 1-3 0.079 3 2 2
K2 | Local community preferences % 0.152 | 333 | 588 | 7.8
K3 | Number of job openings 1-3 0.04 3 1 2
K4 | Aesthetics and spatial order 1-3 0.023 2 3 2
Environmental G2
K5 | Improvement in urban greenery 0-2 0.068 0 2 1
K6 | Improvement in biodiversity 0-2 0.061 0 2 1
Environmental nuisance
K7 (noise, heavy traffic) 1-3 0.011 3 ! 2
Functional G3
K8 Increas.ed attractivepess with regard 0-2 0.083 2 5 1
to tourists and new investors
K9 | Transport accessibility 0-2 0.011 2 1 1
K10 Numbpr of social or media events 0-2 0.047 ) 1 0
organised annually
Spatial G4
Ki1 Deve}opment with regard to specific ha 0.034 4 08 | 3
functions — paved areas [ha]
K12 D@stan.ce.from the.near.est facility km 0.03 32 1065115
with similar functionality
K13 1ntegrati0n with existing 1-3 0.068 3 3 1
infrastructure
K14 | Fitting in existing landform 1-3 0.072 3 1 0.5
Adaptation of land development
K15 | to applicable spatial development 0-3 0.145 3 3 1
documentation
Economic G5
K16 | Estimated investment cost 1-3 0.013 3 2 1
K17 | Estimated investment gains 0-2 0.032 1 0 2
K18 | Securing of financing sources 1-3 0.009 2 2 1
K19 | Operating costs 1-3 0.017 3 2 1
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Variant 1 (V1 — Hall) is based on the existing land use with current
landform. The key assumption is the introduction of current land development
plans in the concept of constructing a sports and entertainment hall. The variant
assumes that building development will constitute 26% of the area, 57% of the
area will be left biologically active, whereas 17% of the area will be designated
for pedestrian access/ entry, internal roads and access roads.

Variant 2 (V2 — Park) is based on the existing land use with necessary
surface levelling and demolition of stadium remains. Part of the high and low
vegetation found in the area will be used to develop green space in the park. The
variant assumes no building development, 90% of the area will be left biologi-
cally active, whereas pedestrian access/ entry, internal roads and access roads
will constitute 10% of the area.

Variant 3 (V3 — Service) is based on the assumption that the former sta-
dium premises will feature a recreation and service facility, including restau-
rants and residential buildings with service outlets. The variant assumes that
building development will constitute 26% of the area, 54% of the area will be
left biologically active, while pedestrian access/ entry, internal roads and access
roads will constitute 20% of the area.

The results of analyses obtained with AHP, MAUT and PROMETHEE
IT are summarised in Table 2.

Table 2. Summary of results obtained with 3 considered methods

Variant AHP MAUT Promethee 11
index | rank | index | rank | index | rank
Wil 0347 | 1II | 0.665 Il 0.148 11
W2 0.419 1 0.713 | 0.278 |
W3 0.233 | III | 0.180 | III | -0.427 | 1II

Additionally, the authors carried out a basic analysis of model sensitivi-
ty to parameter changes. The sensitivity analysis consisted in changing the
weights of selected main criteria. There were chosen the following options:

o the first analysis for the economic criterion G5 —44% (7,1%),
o the second analysis for the environmental criterion G2 — 50%, (14%),
o the third analysis for the functional criterion G3 — 49%, (14,1%).

The weights of individual criteria before modification are shown in pa-
rentheses. The analysis consisted in appropriate modification of a pair-wise
comparison matrix of main criteria, as a result of which the weight values are
not in full tens. The sensitivity analysis was performed only for the AHP meth-
od. Changes in the weights of criteria resulted in a change in the ranking ob-
tained. Emphasis on economic issues (G5) provided a new solution with Variant
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3 (V3 — residential/ service) indicated as optimal. Respectively, due to increase
in the weight of G2 (environmental criterion), Variant 2 (V2, Fig. 4) took first
place in the ranking, similarly to the baseline study. In the case of emphasis on
functional solutions (G3), Variant 1 (V1) proved to be the most advantageous.

The sensitivity analysis indicated that the final ranking depends on
stakeholder's preferences and the appropriate objective development of a pair-
wise comparison matrix implemented by experts. A sensitivity analysis should
be carried out for each multi-criteria simulation/ analysis. It enables, among
others, a more complete understanding of a given problem, and thus reduce the
risk of ill-chosen subjective preferences.

4. Summary

The presented analyses indicated the second variant (Park) as an optimal solu-
tion. The project particularly responds to the needs and expectations of resi-
dents, supported by authors' surveys and other inquiries (already in 2012 in
a deliberative survey, residents postulated to create a park in this area). 76% of
participants in public consultations also opted for this solution)'. The project
includes bicycle routes (existing and planned in the vicinity) and suggests new
ones. Another important aspect included in the project is the idea of the "South-
ern Green Wedge in Poznan" (Potudniowy klin zieleni) located in the designed
area. The city park in place of the former stadium will ensure a continuation of
urban green zones and will be a link between Izabela and Jarogniew Drweski
Park and John Paul II park.

The concept will open prospects for recreation in this area, improve ur-
ban aesthetics, affect residents' well-being and the overall microclimate of the
city. It will have a positive impact on biodiversity and provide a continuity in
two important respects: recreation and ecology.

On the site of the former stadium, the city authorities alternatively have
proposed to build a Music Centre, which will include the new headquarters of
the Poznan Philharmonic. However, this concept has been objected to by local
socially engaged activists. The Committee of Civic Dialogue at the Faculty of
Environmental Development and Protection presented its stand on the matter.
"Referring to the statements of local politicians, the president of Poznan and the
marshal of the voivodship regarding the plans for cubature development of Ed-
mund Szyc stadium with philharmonic facilities that completely ignore the will
of residents, NGOs of naturalists and social activists [...] stand that if the phil-
harmonic building is recognized as necessary, its construction should not take
place at the expense of an extraordinary enclave of greenery in the very centre
of the city."

!https://tenpoznan.pl/poznan-filharmonia-zamiast-stadionu-szyca-co-z-parkiem/
(date of access 11.03.2021)
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Fig. 4. Visualization of the concept
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The initiative to create an enclave of greenery in this area has been also
supported, among others, by the Association of "Prawo do Miasta", the Coali-
tion of "Za Zielen Poznan", the Club of Naturalists.

It has not been decided whether the Poznan Philharmonic will be erect-
ed on the grounds of the former stadium. The city authorities carried out prelim-
inary analyses, which showed that the area of today's marketplace in the district
of Dolna Wilda could be a better location for this purpose’.

Therefore, there is still a chance to use the stadium's greenery to create
a park expected by residents.
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1. Introduction

Sustainable transport has become an important goal in transportation planning
and research in recent decades (Jacyna et al. 2018, Chamier-Gliszczynski &
Bohdal 2016), especially with the development of Geographic Information Sys-
tem (GIS) techniques and methods (Rybarczyk & Wu 2010).

The sensitivity analysis is a mathematical method that examines the ef-
fect of changes in the values of input elements in the output values. In addition
to the dependence between input / output data, the sensitivity analysis is a tech-
nique by which this dependence can be assessed and the importance of each
input element in the generation of output data can be investigated. The sensitivi-
ty analysis is a key element in any decision-making analysis, especially in the
field of transport (Jezek et al. 2018, Borgonovo 2017, looss & Saltelli 2015,
Koltai & Terlaky 2000, Pandian & Kavitha 2012, Bonsall et al. 1977, Dodgson
et al. 2009, Kabir et al. 2014, Saltelli et al. 2008).

The pioneers of these types of analyzes are Datzing (1950), who laid the
foundations of the simplex algorithm for parametric programming, along with
Orchard-Hays in 1952, Hoffman and Jacobs in 1952. Heller was the first author
to mention the term sensitivity analysis in 1954. The sensitivity analysis as an
essential part of the decision-making process was first highlighted by Samson
(1988) and French (1986, 1989) (Gal 1997, Triantaphyllou 1997).

To date, the sensitivity analysis has become widely used within studies
regarding the development of transport infrastructure, especially in alternative
alignment studies as part of a multi-criteria analysis. As the weighting of the
criteria is the least objective part of an analysis, mainly due to the fact that two
individuals will not give the same weights due to individual assessments, the
sensitivity analysis by developing different scenarios brings the results expected
by the decision makers (Antov 2018). Taking all of this into consideration, we
were not able to identify comprehensive studies regarding an integrated ap-
proach (from a strategic connectivity point of view), sustainable development of
transport infrastructure by analyzing all the geographical environmental data
and also alternative alignments objectively ranked to estimate as real as possible
the environmental and cost impact for a future infrastructure project.

In order to develop a transport infrastructure unity across all member
states of the European Union, as well as of the neighboring countries, the TEN-
T Trans-European Transport Network was established, with two levels: TEN-T
Core and TEN-T Comprehensive. The ultimate goal is to connect all regions of
the European Union in a unitary, balanced, economically and environmentally
sustainable manner.
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In order to align to the European criteria, the Romanian Government
has adopted the General Transport Master Plan of Romania, a strategic docu-
ment which establishes and prioritizes transport infrastructure projects in Ro-
mania in the period from 2014 to 2030 and correlates them with the available
funding sources (Bolos et al. 2016).

The adaptation of transport infrastructure to the needs and requirements
of connectivity represents a priority at national, regional and European level and
is based on several defining steps in regard to sustainable socio-economic de-
velopment and environmental impact (Dobre & Paunescu 2020).

The process of identification, selection and implementation of infra-
structure projects that are economically sustainable, with social benefit and in
harmony with the environment prove to be defining stages and priority deci-
sion-making criteria (Dobre 2016).

This paper aims to create an objective decision-making tool based on
scientific criteria utilizing GIS, in correlation with the current needs of society
regarding the development of transport infrastructure in an economic sustaina-
ble manner with low environmental impact. Furthermore, the study tries to cre-
ate a new methodology in objectively establishing and evaluating the analysis
criteria, which would provide substantiated physical-geographical and socio-
economic solutions. This can be applied to all geomorphotechnical assessments
regarding transport infrastructure (road or rail) in order to refine the results by
identifying optimal transport corridors in accordance with other environmental
elements (Dobre et al. 2011, Paunescu et al. 2019, Schweikert et al. 2014, Jiang
et al. 2015).

In order to highlight the usefulness and complexity of this scientific de-
cision-making tool, it is necessary to apply the method in a heterogeneous area
in terms of components and analyzed criteria, with geological and geomorpho-
logical variety, protected areas and high anthropic pressure (materialized by
large built-up areas, either with logistical, agricultural or industrial areas or with
new residential areas). In this context, the eastern metropolitan area of Brasov
was chosen as a study area, an important pole of Romania's economic growth,
located in the center of the country, at the intersection of several European and
national transport corridors (Fig. 1).
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Fig. 1. Study area

2. Methodology

Scientific studies aimed at multi-criteria analyses are numerous and have
emerged to solve the need for rationally and objectively choosing between the
resulting solutions, in areas with obvious uncertainties. Despite the fact that the
choice of criteria, attributes and their valorization were arguably difficult steps,
multi-criteria analyses have proved their usefulness highlighting the obtained
results level of performance and in general were a decisive indicator in making
the most appropriate choice, depending on the interest of the beneficiary (Fig. 2).

The proposed methodology aims at an objective evaluation of the rele-
vant environmental components (with emphasis on geological and geomorpho-
logical factors), in relation to the cost elements, which will ultimately lead to
the identification of optimal decisions in relation to the needs of society regard-
ing the implementation of a highway project.
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Fig. 2. Steps in decision-making process (modified after Borgonovo, 2017)

The present analysis consists of a geographical analysis performed with
GIS modeling and a series of quantitative analyses, as part of an integrated
study of applied geomorphology. The data sets used in this scientific approach
are varied and have different scales and resolutions. For this reason, after data
collection and introduction into the GIS environment, the first stage in this
analysis consisted in standardizing and rescaling them, without losing the accu-
racy (Dobre 2016). The data sets relevant for the multi-criteria analysis are: map
of protected areas, orthophotomosaic, topographic map, areas of geomorpholog-
ical favorability, transport corridors, map of the hydrographic network and pop-
ulated areas (Table 1).

In the proposed analysis, two criteria were taken into account:
a) environmental impact,
b) the influence of the geomorphological factor on a transport corridor.
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Within the extended project, the research team is currently developing
the integration of several factors in the sensitivity analysis (the relationship of
the corridor with the anthropized areas, the pedological and geological factor,
the hydrological factor, the impact on public utility networks, etc.)

Regarding environmental impact, the European Commission's Natura
2000 databases have been used. Natura 2000 is the cornerstone of nature con-
servation in the European Union. The environmental impact for each transport
corridor was spatially calculated, depending on the percentage by which the
corridor affects the crossed protected areas.

By crossing a transport corridor (a buffer zone at a distance of 70 m
from the motorway alignment on each side) with a protected area, three compo-
nents have been determined: the affected area (in hectares), the linear distance
of the corridor within the protected area (in km) and the percentage of the af-
fected area in relation to the total area of the protected area (in %). This enabled
us to establish a hierarchical scale of transport corridors in terms of environ-
mental impact in the final score (the relationship corridor/impact on protected
areas was assessed in the range between 0 to 100, in progression from no impact
to strong impact).

The protected areas in the analyzed area occupy approximately 14977 ha
and they are classified into three categories: protected areas (NPA), sites of Com-
munity importance (SCI), special avifauna protection areas (SPA) (Table 2).

The influence of the geomorphological factor was determined following
numerous field campaigns and by acquired geospatial data. The primary data source
to represent the geomorphological factor is represented by the contour lines with
equidistance of 5 m that were extracted from the Topographic Map of Romania
(scale 1: 25.000, Military Topographic Directorate). These were used to create the
digital elevation model (DEM), which was further enhanced by the addition of
point field data (accuracy below 1 m) in the interpolation process, acquired with
a RTK GPS device with ROMPOSS (Romanian Positioning System).

In the post-processing stage of the digital elevation model, the areas that
were identified as being subject to current erosion processes were improved by
adding three-dimensional (3D) and digital surface (DSM) models that were
developed using drone acquired data. The final digital elevation model was thus
filtered and improved in order to represent as accurately as possible the topo-
graphic surface.
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Table 2. Nature 2000 areas

Protected area type Name and indicative Goal of protection Surface (ha)
Mestecanisul Reci and
SR Flora and fauna — rare
Protected area of Baltile de la Ozun species and elacial 21247
national interest Santionlunca P celi & ’
— RONPA0389 ces
Site of Community Ciomad Balvanyos Five types of natural 5855
Importance —ROSCI0037 habitats )
. . - . | Seven types of natural
Slteﬁg %?gggmty Me“figgg&gi ﬁ Reci habitats of community 2124.7
P interest
Site of Community Oltul Superior (rﬁ;?;iclz‘sl shedies %04
Importance —ROSCI0329 . ’ '
invertebrates)
. . . Protected species
Site of Community Raul Negru o
3 (mammals, amphibians 1892.8
Importance ROSCI0374 and reptiles)
. . .. Protected species
Special protection Muntii Bodoc Baraolt . . .
l;rea (ali ifauna) R OSP A0S (birds and birds with 6267.2
regular migration)
Special protection Valea Raului Negru Protected species 1892.8
area (avifauna) —ROSPAO0147 (birds) ’
Total 14977

In order to establish another defining criterion for the sensitivity analy-
sis, the cost factor in correlation with the landforms crossed was developed,
based on the types of technical solutions necessary for the implementation of
the projects. Thus, each of the road alternatives were evaluated based on a cost
standard used on a national scale within the General Transport Master Plan of
Romania, and updated within the Investment Plan for the Development of
Transport Infrastructure in 2020-2030. In terms of geomorphological factor, this
approach allowed us to create a proportional hierarchical scale for transport
corridors (0 to 100) (Table 3 and Table 5).

Table 3. Highway costs per km used

The dominant landform Estimated cost
within the corridor (mil. EUR. per km)
mountainous 20
mountainous — hilly 12
hilly 8
lowlands — hilly 5.5
lowlands 4.5
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Thus, each transport corridor was included in one of these categories
that were defined by the percentage of the dominant landform crossed by the
highway alignment.

GIS software solutions were used to define the corridors, highlighting
the geomorphological constraints (Dobre 2016), the impact on Natura 2000 sites
(Morelli et al. 2014; van Bohemen & van de Laak 2003), determining the
lengths of the strategic level corridors and the estimated costs.

The spatial analysis was conducted in the ArcGIS suite, with additional
use of Agisoft Metashape for modeling drone three dimensional and imagery
data. For statistical analyses, weighted calculations and modeling the sensitivity
matrix, Microsoft Excel was employed, using GIS extracted data.

2.1. Area of application

The Brasov - Bacdu highway project (which includes the analyzed sector Targu
Secuiesc - Onesti) is part of the TEN-T Comprehensive (Fig. 3) network and is
included in both the General Transport Master Plan of Romania as well as in the
Investment Plan for the Development of Transport Infrastructure in 2020-2030,
the most important strategic programmatic documents in Romania. TEN-T
Comprehensive networks provide connections to the Core network, namely
TEN-T Core which connects all regions of the European Union. This highway
sector is one of the six Transcarpathian highway sectors most important for
Romania's development, namely Targu Mures - lasi, Brasov - Bacau, Ploiesti -
Brasov, Pitesti - Sibiu. According to the Investment Plan for the Development
of Transport Infrastructure in 2020-2030, the Brasov - Bacau highway will be
operational by the end of 2030.
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Fig. 3. TEN-T Network in Romania and neighboring countries
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In this case, the Sibiu - Brasov - Bacau highway connects two of the
most important TEN-T Core corridors within Romania:

1. The Transcarpathian Corridor: Constanta (the largest port on the Black Sea) -
Bucharest - Pitesti - Sibiu - Arad - Nadlac (border with Hungary) with,

2. Siretului Road Corridor: Giurgiu (border with Bulgaria) - Bucharest - Ploiesti
- Bacau - Suceava - Siret (border with Ukraine).

The current road connection between Brasov and Bacau is outdated in
terms of traffic volumes, has geometries in longitudinal and transverse profile
imposed by relief, which restrict traffic speeds and have a negative impact on
traffic safety. It also generates significant amounts of CO; emissions.

While the Brasov - Bacdu highway is expected to take over the traffic
from the national road 11 (DN11), it will also generate new trips due to shorter
travel times and less traffic delays.

2.2. The highway project at regional level

The Brasov - Bacau highway project connects with the A3 motorway sector
(Sibiu - Brasov) within the vicinity of the town of Harman, with further cross-
ing territorial administrative units of Sfantu Gheorghe, Targu Secuiesc, Onesti
and Bacau. In the area of the city of Bacau, it connects with the A7 Bucharest-
Buzau - Bacau - Suceava - Siret highway.

Regarding the relief configuration, we can distinguish three distinct
units, well individualized by their geological and geomorphological characteris-
tics and particularities, as follows:

e The depression sector — Brasov tectonic depression (with flat or slightly
inclined plain characteristics);

e The mountain sector — Eastern Carpathians, sector formed by Nemira Peak
(with high slopes and intense riverbed and slope geomorphological processes);

o The Subcarpathian sector — with valley compartments and depression but
also with slopes intensely affected by gravitational processes.

As shown above, the transport corridors are presented on a systemic
scale of connectivity in strategic documents, but for the sustainable establish-
ment of a corridor, detailed multidisciplinary analyses are needed in order to
highlight as accurately as possible the areas of favorability and restrictiveness
for project implementation.

Thus, in order to establish a working methodology adapted to the cur-
rent requirements of the General Transport Master Plan of Romania, four corri-
dors were established, as alternatives, component parts of the future Brasov
- Bacau highway for Tg. Secuiesc - Onesti sector (Fig. 4).
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LEGEND

Proposed cortidors Other elements
s cONTidOY 1 national/european roads

— corridor 2 rivers
— corridor 3 settlements.
s COFFidOr & Cities Communes

Fig. 4. Proposed highway corridors

The four routes meet the criteria for the construction of highways in
Romania (Ind. PD 192-2002), among them listing: the lack of level intersections
with other roads, slopes of maximum 5° and radius of curvature that allow traf-
fic speeds of 130 km/h or at least 80 km/h in special conditions.

The four corridors were drawn up in such a way as to highlight the ben-
efits of the sensitivity analysis in choosing an optimal road transport corridor in
accordance with the beneficiary's policies and interests. For example, corridor
1 has no impact on Natura 2000 sites, no geomorphological constraints, but due
to the sinuous nature imposed by avoiding these unfavorable areas, the length of
the corridor is much longer with direct implications on the final cost of imple-
mentation and subsequent operating costs. In contrast, corridor 3, with an im-
pact on Natura 2000 sites, but a shorter length by about 4 km, has financial ben-
efits related to the construction and management of the motorway sector.

The four route alternatives were made following the digital modeling of
the natural and anthropogenic factors that ensure the support of the proposed
road infrastructure. In order to better present the analysis performed, each of the
four alternatives has various characteristics related to the impact on Natura 2000
sites, cost standards and geomorphological features (Fig. 5, Table 4 and Table 5):
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Fig. 5. Proposed highway corridors and analyzed elements

Corridor 1 (C1) — length of 41.2 km, has no impact on Natura 2000 sites,
from a geomorphological point of view crosses stable areas with slopes be-
low 5% and altitudes of approximately 500 m a.s.1.;

Corridor 2 (C2) — length of 41.1 km, has an impact on Natura 2000 sites,
from a geomorphological point of view, it crosses mostly stable areas with
slopes below 5% and altitudes of approximately 500 m, but also crosses cer-
tain areas with slopes over 10% and altitudes over 600 m. In terms of im-
pact on Natura 2000 sites, out of the total area of protected areas in the
working area of 14309.4 ha, corridor 2 affects approximately 10.6% of
them, ie 1516.3 ha or 13.4 linear km;

Corridor 3 (C3) — length of 37.6 km, has an impact on Natura 2000 sites,
from a geomorphological point of view, crosses stable areas with slopes of
less than 5% and altitudes of approximately 500 m. Regarding the Natura
2000 sites, from the total area of protected areas in the working area of
14309.4 ha, corridor 3 affects approximately 9.9% of them, ie 1416.3 ha or
11 linear km;
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e Corridor 4 (C4) — length of 46.2 km, has no impact on Natura 2000 sites,
from a geomorphological point of view it crosses mostly unstable areas with
slopes of over 15% and altitudes of over 800 m.

Table 4. Proposed highway corridors (summary)

Impact .
N2000 Geomorphological factor Length/cost/cost per km

Cl | No Without constrains 41.2 km/226.7 m. EUR/5.5 m. EUR

‘ 41.1 km/329.1 m. EUR/8 m. EUR

Without constrains

+

Table S. Proposed highway corridors (score)

37.6 km/169.1 m. EUR/4.5 m. EUR

Environmental criterion score (EC) Geznm(;)igl;?lsc():%irzaé (Slrcité:;ion
Cl 100 80
C2 60 50
C3 80 100
C4 100 30

For calculation of the weighted score of the analyzed corridors for the

three selected scenarios, the weighted average was employed.
Scenario 1 (S1 — equal weight) — in this scenario, each element of the analysis
contributes equally to the final average.

S1=(EC x 1)+ (GCCx1) / (1+1)
Scenario 2 (S2 — great importance of the environmental criterion) — in this sce-
nario, the environmental criterion (EC) data set contributes five times more to the
final average than the geomorphological criterion and cost data (GCC).

S2 =(EC x 5) + (GCCx1) / (5+1)
Scenario 3 (S3 — great importance for the geomorphological criterion and
cost) — in this scenario, the data series on the geomorphological criterion and
cost (CGC) contributes five times more to the final average than the data series
on the environmental criterion (CM).

S3 = (EC x 1) + (GCCx5) / (5+1)
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Table 6. Proposed highway corridors (score based on scenario)

. Environmental criterion Geomorphological criterion
Equal weight (S1) weight (S2) and cost weight (S3)
C1 90.0 96.7 83.3
C2 55.0 58.3 51.7
C3 90.0 83.3 96.7
c4 65.0 88.3 41.7
3. Results

This tool has proven to be a powerful element in the decision-making process,
especially in this context where environmental impact and investment costs in
relation to the benefits of implementing a major transport infrastructure project
are greatly emphasized.

The results of the sensitivity analysis are illustrated in Figure 6 and Table 7.

100
90
833

80

70

Score

60

51,
50 1.7

41.7
Equal weight N2000 weight Geomorphology and cost weight

40
== Corridor1 wm Corridor2 == Corridor3 == Corridor4

Fig. 6. Sensitivity analysis results (graph)

Table 7. Sensitivity analysis results

Rankin Equal weight Environmental criterion | Geomorphological criterion
& (S1H weight (S2) and cost weight (S3)
1 Corridor 3 Corridor 3
3 Corridor 2 Corridor 3 Corridor 2
n/a Corridor 2
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3.1. Scenario analysis

Scenario 1 (S1) — Equal weight. In this scenario, the analysis criteria for the
four transport corridors were treated as a unit. Thus, following the ranking ac-
cording to the score obtained after quantifying the impact on Natura 2000 sites
and the geomorphological and cost factor, corridor 1 and 3 are equal to 90
points. Corridor 4 scored 65 points and corridor 2 scored 55 points. The low
score of corridor 4 (65 points) results from the high estimated cost of its imple-
mentation, crossing complex and geomorphologically unstable areas that gener-
ate an estimated cost of 554.3 million euros (12 million euros/km). The score of
corridor 2 of only 55 points is caused by the fact that it has the greatest impact
on Natura 2000 sites and by the fact that it crosses complex and geomorpholog-
ically unstable areas, resulting in an estimated cost of 329.1 mil. euro (8 mil.
euro / km).

Scenario 2 (S2) — High weight for environmental criteria. In this scenario, the
environmental data series contributes five times more in the final score than the
geomorphological and cost data series. Thus, following the ranking according to
the score obtained after quantifying the impact on Natura 2000 sites and the
geomorphological and cost factor, corridor 1 got the best score, with 96.7
points. This score is due to the fact that this corridor has no impact on Natura
2000 sites, but in order to avoid the intersection with protected natural areas, the
corridor is longer (41.2 km) and crosses lowland and hill areas at an estimated
cost of 5.5 million euros. / km (lower score for the geomorphological and cost
criterion). Corridor 4 is in 2nd place with a final score of 88.3 points, due to the
fact that it does not cross protected natural areas. However, it was de-scored
within the geomorphological and cost criteria because it crosses the most diffi-
cult sector from a geomorphological point of view and has the longest length
(46.2 km) and implicitly the highest cost, of 554.3 million euros (12 million.
euro / km). Corridor 3 ranks 3rd with a score of 83.3 points, a consequence of
the intersection with protected natural areas (ROSPA 0389, ROSCI 0111,
ROSCI 0374, ROSPA 0147), even if it is the shortest (37.6 km) and represents
the corridor with the lowest cost among those analyzed (estimated cost of 169.1
million euros - 4.5 million euros / km). Corridor 2 is also in this scenario in the
last place, as it crosses protected natural areas (ROSPA 0389, ROSCI 0111,
ROSPA 0082, ROSCI 0374, ROSPA 0147) and difficult geomorphological
areas (hilly areas affected by current geomorphological processes).

Scenario 3 (S3) — High weight for geomorphological criterion and cost. In this
scenario, the geomorphological and cost data series contributes five times more
to the final average than the environmental data set. Thus, following the rank-
ing, depending on the score obtained after quantifying the impact of the geo-
morphological / cost factor and Natura 2000 sites, corridor 3 got the highest
score of 96.7 points. This score is due to the fact that this corridor does not cross



38 Cosmin Paunescu et al.

restrictive areas from a geomorphological point of view, being proposed only in
lowland areas. This corridor is also the shortest, with a length of 37.6 km, at an
estimated cost of 169.1 million euros (4.5 million euros/km). However, the cor-
ridor has a larger impact on Natura 2000 sites. In 2nd place there is corridor
1 with a score of 83.3 points. This score is due to the fact that in order to avoid
protected natural areas, the corridor is longer (41.2 km) and crosses the plain
and hill areas at an estimated cost of 5.5 million euro / km, which ultimately
resulted in a lower score for the geomorphological criterion and cost. Corridor
2 is in the 3rd place with a score of 51.7 points, due to the fact that it crosses
protected natural areas and difficult geomorphological areas (hilly areas) which
imposed an estimated cost of 329.1 million euros and 8 million euros/km. Cor-
ridor 4 shows the largest oscillation among the three analyzed scenarios, now
being positioned in the last place with a score of 41.7 points. Although it does
not cross Natura 2000 sites, it crosses the most difficult sector in terms of relief
and has the longest length (46.2 km), implicitly the highest cost, of 554.3 mil-
lion euros and 12 million euros / km.

4. Disscusion

According to the results, it is clear that in the context of the current environmen-
tal policy promoted and supported by the European Commission, through the
new Green Deal concept, Scenario 2 (S2) is the best option for the implementa-
tion of infrastructure projects. This scenario envisages giving a significant
weight to the environmental component and less to the geological or geomor-
phological ones, resulting in higher costs.

Thus, the ranking of projects resulting from the use of Scenario 2 best
corresponds to the current context in which the design, construction and opera-
tion of infrastructure projects should be done in an ecologically sustainable
manner, in conformity with the environmental regulations and protected areas,
even though it results in higher construction and operational costs. Scenarios
1 and 3 are therefore favorable for minor infrastructure projects, in which the
environmental component has a lower weight. It has been proven that a GIS
based sensitivity analysis is a necessity in choosing the route variant that corre-
sponds to the real connectivity needs. This method, as part of a decision-making
process, can be applied by the beneficiary of large transport infrastructure pro-
jects for the sustainable implementation of highway projects, representing
a rigorous assessment of land and all components that have a direct influence on
the design, construction and operation of such project. As part of the multi-
criteria analysis, the proposed and tested methodology can thus be applied to
both road and rail infrastructure projects.
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One of the important goals achieved through this approach was obtain-
ing objective, undisputed results, which through an efficient communication,
could be generally accepted by the local communities involved, media and non-
governmental organizations.

This methodology proves that it can be an asset in strategic planning
which can be applied in other European member states as well, an aspect em-
phasized by JASPERS Romania office during technical meetings.

5. Conclusions

This paper represents an analysis model which provides geographically substan-
tiated quantitative solutions. This new approach can be introduced as a manda-
tory study in the legislation for the analysis of route / corridor alternatives that
are to be implemented. The analysis aims to establish a route of a sector of
Brasov - Bacau highway, which should meet the technical, environmental and
cost criteria. In this context, four highway corridors with different, well-
individualized physical-geographical features were established and analyzed,
which were differentiated based on a score function. The three evaluated criteria
took into account the spatial relationship between corridors and protected areas,
geomorphological forms and processes and estimated costs. The differentiation
of the four alternative routes was made based on the resulting score which had
three types of weights (equal weights, high weight for the environmental criteri-
on, high weight for the geomorphological and cost criterion). The three scenari-
os highlight the hierarchical variations of the corridors according to the assigned
criteria and weights. The study can be used at governmental or regional deci-
sion-making level because it provides objective information on which scientifi-
cally substantiated choices can be made. For an even greater refinement of the
results, other data sets can be introduced in the working methodology, such as the
disposition of utilities, flood risk, commercial, residential or industrial areas.
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1. Introduction

For a comfortable stay of people in buildings, an important condition is the
availability of fresh air that complies with sanitary and hygienic standards, the
supply of which is ensured by a forced ventilation system. Ventilation system
performs the function of exchanging air in the room to remove excess heat,
moisture, carbon dioxide, harmful and polluting substances in order to ensure an
acceptable microclimate and air quality in the zone of human presence. Compli-
ance with the normative air exchange in residential and administrative build-
ings, determined by the state building standards of Ukraine, is mandatory for
new construction or reconstruction of existing buildings.

Increasing the energy efficiency of buildings standards complicates the
design of ventilation systems due to with significant year-round costs of energy
for heating and cooling the supply air. Air heating process requires a significant
amount of energy (Cepinski et al. 2020). One of the solutions to the problem of
reducing energy intensity is the use of a geothermal ventilation system, due to
which it is possible to reduce the difference in the supply air temperature with
the standard value and reduce the energy costs for heating (or cooling) before
supplying air to the room.

The aim of this work is to develop a numerical model of the year-round
operation of an Earth-to-Air Heat Exchanger, EAHE, with a circular cross-
sectional shape with further its validation based on the obtained experimental
data. We consider that these studies can form the basis for the development of
methods for calculating and designing geothermal ventilation systems for cli-
mate conditions of Ukraine.

2. Background

To minimize the energy consumption of buildings, various systems have recent-
ly been used to extract low-grade soil heat. For example, vertical ground source
heat pump heat exchangers (Dolan & Mikielewicz 2017a, 2017b), horizontal
ground source heat pump heat exchangers (Diaz-Hernandez et al. 2020), earth-
to-air heat exchangers (Agrawal et al. 2019).

The main element of the geothermal ventilation system is an EAHE that
is located in the soil mass at a certain depth — from 1.0 to 3.0 m, depending on
the climatic conditions of a particular area. The EAHE usually has channels
with a round cross-sectional shape and various lengths (see Table 1).

Article (Sakhri et al. 2020) shows main designs of typical EAHE. Opera-
tional parameters of these type heat exchangers have been widely studied through-
out the world over the past decade. For example, studies conducted in Europe
(Tzaferis et al. 1992, Badescu et al. 2007, Benkert et al. 1997, Congedo et al. 2019,
Greco & Masselli 2019), CIS countries (Filatov & Volodin 2013), Africa (Sehli et
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al. 2012, Amara et al. 2011, Hamdi et al. 2018, Serageldin et al. 2016), Asia (Sanusi
2012, Ariffin et al. 2014, Misra et al. 2018, Agrawal et al. 2019, Verma et al.) and
America (Diaz-Hernandez et al. 2020, Krarti & Kreider 1996).

Ukraine also begins to carry studies in this direction (Basok & Novitska
2017, Nakorchevsky & Belyaeva 2005, Tkachenko et al. 2020, Basok et al.
2020), but their results are not enough to develop methods for calculating and
designing geothermal ventilation systems for the corresponding climate condi-
tions and local soils.

The active development of geothermal ventilation systems necessitates
theoretical studies to understand the processes occurring in EAHE and to de-
termine the quantitative effect of various parameters on the energy and econom-
ic efficiency of such a system. In general, the energy efficiency of a heat ex-
changer may depend on the following parameters (Ariffin et al. 2014):

« configuration and geometric dimensions of the heat exchanger,
e climatic conditions,
* thermophysical properties of the soil.

The consideration of these factors together or singly is a difficult task
that modern researchers face. Recently were published in information sources
several studies of the operation of EAHE using numerical simulation (Diaz-
Hernandez et al. 2020, Tzaferis et al. 1992, Badescu 2007, Greco et al. 2020,
Serageldin et al. 2016, Rouag et al. 2018). An analysis of such heat exchangers
usually involves either calculating the thermal conductivity of the soil mass to
the wall of the heat exchanger or calculating the parameters of convective heat
transfer between the air in the heat exchanger and the soil mass. Articles usually
considered one, two- and three-dimensional numerical models of EAHE with
various restrictions.

For example, article (Badescu 2007) describes a two-dimensional nu-
merical model for calculating the parameters of an EAHE containing a single
circular cross-section pipe with length of 36.0 m. The model is based on the
determination of temperature values on the soil surface and in the vertical sec-
tion of the soil mass. Calculations considered only the horizontal part of the
heat exchanger, the influence of the vertical sections of the air inlet and outlet
was considered insignificant. On the soil surface, the model takes into account
convective heat flux, long-wave radiation from the soil surface, absorption of
insolation energy by the surface of the soil, as well as latent heat of evaporation.

In (Tzaferis et. al. 1992), a comparison is made of eight existing at the
time of publication of numerical models describing the heat exchange of air in
the channel with the ground. The work describes an assessment of the sensitivi-
ty of methods to such parameters as inlet air temperature, air velocity, pipe
length, radius and depth of the heat exchanger. In addition, the calculation re-
sults were compared with experimental data.
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A semi-analytical model for determining the temperature of the soil
near an EAHE with circular cross-section in long-term operation is shown in
(Rouag et al. 2018). The aim of the work was to determine the optimal distance
between the pipes of such a device, as well as between the devices themselves
in the case of several heat exchangers located at a distance.

An original scheme for the removal of soil heat or cold by energy piles
with air filling as a coolant was calculated based on numerical simulation in
paper (Filatov & Volodin 2013). It was found, that when using energy piles as
part of the supply ventilation system, in the warm season, the air temperature
decreased by 3-6°C, and in the cold — it was heated by 6-9°C. At the same time,
no more than 0.3% of energy was spent on air transportation from the energy of
the heat flux of the energy pile.

In addition to works that are devoted to CFD modeling, articles describ-
ing experimental studies are also widely presented in the scientific literature
(Cepinski et al. 2020, Diaz-Hernandez et al. 2020, Hamdi et al. 2018, Serageld-
in et al. 2016, Misra et al. 2018). In these works, thermal performance of EAHE
of different heating and cooling systems were analyzed. For example, article
(Bonuso et al. 2020) shows ways for practical usage of EAHE in greenhouse
and providing both the results of computational modelling and some experi-
mental data of thermal performance of these EAHE.

Airflow in systems of this type is usually constant and selects at the
discretion of the authors. Data on the flow rate or speed of air passing through
the EAHE are shown in Table 2.

An important characteristic that used in the calculations is the climatic
data on the temperature of the soil depending on the depth and its thermophysi-
cal properties (Table 3). In the literature, it is possible to find data on soil tem-
peratures for a number of countries (Diaz-Hernandez 2020, Benkert et al. 1997,
Sanusi 2012), including and Ukraine (Nakorchevsky & Belyaeva 2005), as well
as its thermophysical properties (Benkert et al. 1997, Congedo et al. 2019,
Amara et al. 2011, Rouag et al. 2018, Basok et al. 2009). In the works it is usu-
ally accepted the assumption that soil is a homogeneous and isotropic medium.
Several works also shows that the properties of the soil, namely its thermal con-
ductivity, slightly affect the air temperature at the outlet of the EAHE. So, for
example, in (Congedo et al. 2019), calculations of the parameters of an EAHE
located at a depth of 3.0 m in soil with thermal conductivity in the range 1.49-
2.1 W/(m-K) are presented, and it is concluded that such a range values does not
significantly affect the air temperature at the outlet of the heat exchanger. The
authors attribute this result to the low heat capacity of the air, which leads to
a rapid decrease in air temperature to a value that is close to the soil temperature.
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Thus, the analysis of literature sources showed that now there are quite
a lot of studies devoted to the issues of geothermal ventilation. The results of
EAHE’s modeling with various geometric data and which operate in their au-
thentic soils under various hydraulic regimes and that are located at different
depths are widely presented. However, these studies do not allow obtaining
generalized patterns of heat transfer during the operation of soil-air heat ex-
changers and the influence of the geometric parameters of the heat exchanger on
the operation of the geothermal ventilation system as a whole.

3. Description of the proposed numerical model

To solve the problems of heat accumulation by soil, it is necessary to know the
depth of annual temperature changes in the soil H, which determines the soil
layer that responds to changes in the temperature of the Earth’s atmosphere.
Below depth H, the temperature regime of the soil mass is stable and deter-
mined solely by the geological state. As shown in (Nakorchevsky & Belyaeva
2005), the values of H can vary from 3.9 m to 5.0 m, and the temperature of the
soil mass below this depth can be from 5°C to 9°C, for different regions of
Ukraine. Therefore, when fresh air passes through the EAHE, it heats in winter
or cools in summer, as shown in Figure 1.
In this paper, to study the air flow in a pipe located in an array of soil,
we used a numerical model based on the following assumptions:
o all materials used in the calculations were considered isotropic and homoge-
neous,
e in accordance with the data given in (Nakorchevsky & Belyaeva 2005), it is
accepted that the temperature of the soil depends on the depth.

The calculations performed based on the system of equations for con-
servation of momentum, energy, kinetic energy of turbulence, and dissipation
rate of kinetic energy of turbulence (1-8), which characterizes the processes of
aerodynamics and heat transfer in an air-soil heat exchanger.
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Fig. 1. Schematic diagram of the operation of geothermal ventilation system:
a) in summer; b) in winter

The continuity equation:

a-i-g-f-g:o. (1)

The equations of conservation of momentum:
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Energy conservation equation:
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Equation of thermal conductivity of soil:
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To close the system of equations of turbulent transfer, we use the k - ¢
model of turbulence. This model described by using equations for the kinetic
energy and dissipation rate.
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The equation of conservation of kinetic energy:
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The basic equations were solved using the finite volume method. In
most areas, the computational grid consisted of elements in the form of prisms.
The Navier-Stokes equations were calculated with the first order of accuracy.

The thermophysical properties of the materials, which we used in the
calculations, are in Table 4.

@®)

Table 4. Thermophysical properties of soil and air that accepted in the numerical model

Thermal conductivity, Heat capacity, Density,
W/(m-K) kJ/(kg-K) kg/m’
air 0.02420 1006.43 1.225
soil 0.99262 1059.87 1920

When performing calculations in the model, the following boundary
conditions were used:

1) On the surface of the soil mass that is in contact with the environment, the
heat transfer coefficient of 23.0 W/(m*K) and temperature equal to the value
of the air temperature at the inlet to the EAHE were set.

2) On the sides of the soil massif, which is limited by the calculation area, the
temperature of the soil (in Kelvin degrees) was set, which depended on the
depth and time of the year:

mid-April: T(z)=0.162z" +0.6899z% + 0.343z + 277.24
mid-July: 7(z)=0.4312% +2.685z + 287.3
mid-October: T(z)=-0.245z° —0.702z> — 0.494z + 285.1
mid-January: T(z)=-0.543922% —2.4523z +277.54

At the lower boundary of the region, the soil temperature 75 was con-
stant and was according to (Sanusi 2012): April — 4°C; July — 13.0°C; October
—10.5°C; January — 4.75°C.
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3) At the entrance to the EAHE air velocity v, m/s and air inlet temperature 7,
K were set. As turbulence parameters, we chose turbulence intensity of 10%
and a hydraulic diameter corresponding to the diameter of the pipe.

4. Experimental studies of operation of EAHE for the geothermal
ventilation system

To conduct experimental research on the operation of the geothermal ventilation
system at the Institute of Engineering Thermophysics of the National Academy
of Sciences of Ukraine an experimental stand was created. This stand is de-
signed to study thermophysical processes during the operation of a geothermal
ventilation system elements.

The main element of the experimental stand is EAHE with a circular
cross section and a total length of 43.0 m. The heat exchanger is made of PVC-
U pipes @110 mm and located in the soil mass at a depth of 2.2 m (significantly
lower than the seasonal depth of freezing in Kyiv). This heat exchanger is oper-
ated in two modes: in the warm season — air cooling mode, in the cold period
— supply air heating mode for the supply and exhaust ventilation system.

The study of the geothermal ventilation system was carried out in two
hydrodynamic modes: the supply air was pumped through the heat exchanger at
a speed of 4.4 m/s and 5.5 m/s in the flow core. These speed values correspond
to a volumetric air flow rate of 29.0 dm®/s and 37.0 dm®/s. The experimental
stand is equipped with a measuring system — a Testo 405-V 1 hot-wire anemom-
eter, BME280 semiconductor temperature sensors (33 sensors in total, located
in the soil mass near the heat exchanger), humidity and pressure sensors (at the
inlet and outlet) and secondary computational device based on microprocessors.

The main parameters that were measured at the inlet and outlet of the
heat exchanger and recorded by a special automated measuring system and tes-
tified to the efficiency of the heat exchanger — temperature, relative humidity
and flow pressure. All measurements were carried out during the year (with
short breaks for maintenance work) with a duty cycle of one survey of all sen-
sors after a time period of 10 minutes. Also, the equipment used makes it possi-
ble to achieve a duty cycle of measurements up to measuring once every 1 sec-
ond. Further, the data was archived and preprocessed on a computer. Uncertain-
ties (random errors) of the experimental values were:

o for temperature — +0.2°C,

for absolute humidity — +£0.5-1%,
for pressure — £20 Pa,

for air velocity — +0.05 m/s.
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Typical measurement results are shown in Figures 2-4. In particular,
Figure 2 shows a complete generalized array of temperature measurement data
for the total duration of the experiments from October 2018 to the end of Sep-
tember 2019. The abscissa axis shows the time of measurement of the experi-
mental point parameter values, first obtained once every 1 minute, and starting
from 10 800 minutes (75 days of operation of the heat exchanger) once every
10 minutes. The total measurement time — 516 240 minutes, that is, 358.5 days
— almost the calendar year.

As we can see, the outdoor temperature fluctuated during the study pe-
riod from +36°C to -14°C (weather data for Kyiv in 2018-2019). At the same
time, the temperature of the air pumped through a horizontal heat exchanger
was quasistationary (almost independent of the time of the current day) and
varied from +18°C in summer to +2.5°C in winter.
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21.11.2018
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23.04.2019
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Fig. 2. Experimental data for ventilation air temperature (red drops — air inlet in EAHE;
blue drops — air outlet from EAHE)

Ventilation air was almost not sensitive to local changes (daily, ten-
day) in the ambient air temperature, and its temperature level was determined
solely by the thermal regime of the soil mass surrounding the EAHE. That is, in
the summer the air was cooled to a maximum of 18°C, and in the winter, it was
heated to a maximum of 16°C to positive temperatures (which is important be-
cause there was no freezing of the soil at this depth). Air temperature was in the
range of changes between the two red horizontal lines. In particular, in late
spring, summer and early autumn, the temperature of ventilation air did not
change much and amounted to 18°C. Due to this effect, the energy efficiency of
the geothermal ventilation and air conditioning system of the house increased.
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Fig. 3 shows detailed experimental studies of local changes in tempera-
ture, humidity and pressure for the day on August 18, 2018. The temperature
difference reached almost 12°C (see Fig. 3a). At a midday temperature peak of
the outdoor air at 29.5°C, the temperature of the soil mass near the heat exchanger
barely changed after 3 hours — was observed temperature increase of 0.5°C.
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Fig. 3. Experimental data, obtained 18.08.2018: a) air temperature; b) air humidity;
¢) air pressure (red drops — air inlet in EAHE; blue drops — air outlet from EAHE)
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Humidity of ventilation air (Fig. 3b) was quite high at the level of 95%.
The ambient air humidity varied significantly from 55% at the peak of the noon
temperature to 85% during the night cool. The time of minimum of the relative
humidity of the outdoor air clearly coincided with the maximum of the dynam-

ics of changes in its temperature.

The dynamics of pressure change of the airflow at the inlet and outlet of
the EAHE correlated with the dynamics of changes in the external temperature.
Both curves in Fig. 3c are clearly equidistant, the pressure drop over the entire
measured period was 225 ... 235 Pa, which fully corresponds to the aerodynam-

ic loss for the geometry of the heat exchanger channels.
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Fig. 4. Experimental data, obtained 09.04.2019: a) air temperature; b) air humidity
(red drops — air inlet in EAHE; blue drops — air outlet from EAHE)

Fig. 4 shows effects of partial condensation of water vapor from outside
air at the inlet to EAHE. Condensation of vapors occurred during the spring
period of operation of the geothermal ventilation system, when the heating sea-

son was almost over.
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The average daily ambient temperature almost coincided with the tem-
perature of the soil mass near the heat exchanger (Fig. 4a). During this period,
the humidity of the ventilation air was mainly dominated by the humidity of the
outside air (Fig. 4b), and water vapor condensation occurred in some intervals.

5. Grid analysis and validation of a numerical model using
experimental data

The calculation area was a parallelepiped with dimensions of 22.0 m x 4.0 m x
4.2 m (length x width x height), in which the EAHE pipe with a diameter of &
110 mm was located. The domain was divided into cells by means of a pyrami-
dal network with different thickening closer to the EAHE. Three mesh variants
with different size of calculation cells were selected. The results of the compari-
son are presented in Fig. 5.
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Fig. 5. Grid analysis

According to the results of comparison, for further calculations, a mesh
with 1 million cells was selected. Since the difference between the calculation
results between this and the grid with 4.35 million cells is less than 0.5°C (in
contrast to the difference in the calculation of temperature between grids of 400
thousand and 1 million cells), this is only slightly more than the temperature
measurement uncertainty at experimental research. The computational domain
diagram is shown in Fig. 6.

We present the validation of the calculation results, which was carried
out on the basis of the data obtained at the experimental stand. The data of
a full-scale experiment are compared with the data of numerical simulation,
provided that the stationary problem of air movement in an EAHE is solved at
various average daily inlet air temperatures.
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When the model was validated, the boundary temperature values in Oc-
tober and April, which were calculated according to (9), were set as boundary
conditions on the lateral surface of the soil massif. On the upper surface the
temperature equal to the temperature of the air entering the heat exchanger was
set as a boundary condition.
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Fig. 6. Geometric dimensions of the heat exchanger (b) and scheme of the calculation
area (b): 1 — air inlet to the EAHE; 2 — air outlet from the heat exchanger; 3 — soil mass

Figure 7 shows a comparison of the experimental temperature data at
the outlet of the EAHE and the results of numerical simulation.
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Fig. 7. Validation of numerical simulation using experimental data
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As can be seen from Fig. 7, part of the experimental data coincides with
the calculation within the experimental error. Some points lie above the calcu-
lated curve, this is because the calculation was carried out in a stationary set-
ting, and cannot take into account the accumulation of heat in the soil with
a sharp change in the temperature regime of inlet air. That is, if the average
daily temperature during the previous days before the measurement time dif-
fered by several degrees compared with the day of measurement, then, thermal
energy accumulated in the soil mass around the pipe of the EAHE and caused
a higher air temperature at the outlet of the heat exchanger. These non-
stationary process parameters were not taken into account in the model that was
used in this case. But in general, in the absence of a sharp change in weather
conditions, the model predicts the temperature at the outlet of the EAHE with
the accuracy of experimental measurements.

For the obtained data, the calculation of the average relative error was
performed by the formula:

_ T:)utlet(exp erimental ) - T;utlet(numerical) X 100% (10)

outlet (exp rimental )

Figure 8 shows the range of distribution of the relative error.
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Fig. 8. Range of distribution of relative error for: a) October; b) April

The results of calculating the distribution of the relative error showed
that it varies in the range from -0.25 to 1.25% (Fig. 9b). Most of the data for
October 2018 (28%) has a relative error in the range of 0.25-0.5%. For April
2018, the range of relative error ranged from -1 to 1%. Most of the data for
April (Fig. 9a) (40%) have a relative error from 0 to 0.5%.
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Fig. 9. Dependence of the air temperature at the outlet of the EAHE at various pipe
diameters for: a) October; b) April; ¢) January; d) July

6. Results and discussion

Some researchers have investigated the diameter influences of EAHE on the
performance of the whole system (Greco & Masselli 2020, Serageldin et al.
2016, Krarti & Kreider 1996). Krarti, M. and Kreider, J.F. (Krarti & Kreider
1996) developed a simplified analytical model of an underground air tunnel.
The model was applied to a circular pipe buried at 1.5 m deep in ground. The
ambient inlet temperature was assumed to vary sinusoidally within a 24 hour
period, with an average value at 19°C and an amplitude of 9°C. The authors
founded that outlet temperature depends significantly upon the pipe diameter.
Increasing the pipe diameter results in a higher outlet air temperature.

(Serageldin et al. 2016) performed serpentine horizontal EAHE investi-
gation in the weather conditions of Egypt. The results showed that with an in-
creasing of the pipe diameter during EAHE operation in heating mode, the out-
let air temperature decreases.
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The authors of (Greco & Masselli 2020) optimized the parameters of
the thermal performance of a horizontal single-duct heat exchanger on basis of
the 2D numerical model. They founded that if the pipe is designed with smaller
diameters and slower air flows, with other conditions that remain, the outlet
temperatures come closer to the ground temperature. They proposed the combi-
nation that optimizes the performance of the EAHE system, with design condi-
tion for cooling and heating, is D =0.1 m, v= 1.5 m/s; L =50 m.

In our work, using the numerical model of the EAHE, that was de-
scribed above, the operation parameters of the heat exchanger were calculated
using pipelines with various typical outside diameters — 110, 160 and 200 mm.
The initial temperature was the air temperature at the inlet to the heat exchanger
and the air velocity, which was taken from the experimental data and amounted
to 5.5 m/s.

Using the numerical model, the air temperature at the outlet of the EA-
HE and the linear density of the heat flux from the soil mass to the air flow that
was pumped through the heat exchanger were calculated. Figures 7 and 8 show
the corresponding data for the middle of four months — October, January, April
and July. These months can be considered as those that generally characterizes
climatic data that are relevant for the corresponding period of the year.

As can be seen from Fig. 9, the value of the outer diameter of the pipe-
line has a sufficiently significant effect on the difference in air temperature at
the inlet and outlet of the EAHE. So, at the beginning (from October 15) and in
the middle of the heating period (Fig. 9a and Fig. 9¢), when the recuperative
ventilation system has a significant contribution to the operation of the heating
system, a pipeline with an outer diameter of 110 mm is optimal relative to the
temperature head.

However, in the summer (Fig. 9d), to ensure air conditioning, without
violating sanitary and hygienic and construction standards (State Building Reg-
ulations of Ukraine 2013), the outer diameter of the pipeline is 200 mm, at
which the temperature difference between the outgoing and incoming air is kept
at 5°C. With such a difference in air temperature, it is possible to abandon the
use of additional devices for cooling the supply air and minimize energy costs
for air conditioning.

Figure 10 shows the dependences of the influence of the outer diameter
of the EAHE pipeline on the linear density of the heat flow.

We founded that the linear density of the heat flux during operation of
the EAHE weakly depends on the outer diameter of the heat exchanger pipeline
at the beginning and at the end of the heating period (April 15) (Fig. 10a and
Fig. 10b).
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In the middle of the heating period (Fig. 10c), the influence of the outer
diameter of the pipeline on the linear heat flow is more significant. Thus, when
switching from a diameter of 110 mm to 160 mm, the linear heat flux increases,
on average, by 30%. In the transition from a diameter of 160 mm to 200 mm,
the growth of the linear heat flux decreases and amounts to 16%.

In the summer (Fig. 10 d), a similar situation is observed. When there is
the transition from a diameter of 110 mm to 160 mm, the linear heat flux in-
creases, on average, by 32%, in the transition from a diameter of 160 mm to 200
mm, by 19%.

Thus, the optimal from the point of view of linear heat flow in a geo-
thermal ventilation system is the use of an EAHE with an outer diameter of pipe
of 160 mm.
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7. Conclusions

Improving the energy efficiency of buildings using geothermal ventilation sys-
tems is currently an actual area of research.

The efficiency of heat transfer in the EAHE may be influenced by such
parameters as the depth of placement, geometric size, shape of cross section,
soil temperature, properties of heat exchanger materials, soil thermal and physi-
cal properties, mass flow through the system or its speed, climatic conditions,
terrain features, etc.

A comparison of calculation results with experimental data showed that
the proposed numerical model adequately describes the processes of aerody-
namics and heat transfer in the EAHE.

Comprehensive experimental studies and comparisons of their data
with the results of calculations using the developed numerical model of com-
plex heat transfer processes made it possible to conduct a comparative analysis
of the heat engineering parameters of air-ground heat exchangers with different
pipe diameters.

Thus, for the operation of regenerative geothermal ventilation in winter
and air conditioning in summer, for a given length of EAHE, corresponding to
the thermal properties of the soil and airflow, it is optimal to use plastic pipes
with an outer diameter of 160 mm.
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1. Introduction

The large population density increases probability of any hazardous material re-
lease (Pontiggia et al. 2011, Piecuch et al. 2015, Polanczyk et al. 2019, Majder-
Lopatka et al. 2020). Dispersion of storage gases due to the natural or the indus-
trial accidents may lead to tragic consequences (Polanczyk et al. 2018, Polanczyk
et al. 2020). Moreover, transportation of liquefied flammable products is affected
by severe accidents (D’Aulisa et al. 2014, Polanczyk et al. 2018). To prevent the
effects of these disasters different approaches have been introduced in the litera-
ture (Lovreglio et al. 2016, Polanczyk et al. 2018). Past accident data analysis
shows that about 33% of accidents occurred during road or rail LPG transporta-
tion resulted in boiling liquid expanding vapor explosions (D’Aulisa et al. 2014,
Polanczyk et al. 2020). When exposed to severe distant source radiation induced
by fire, LPG tanks may be subjected to severe heat-up and consequent pressuri-
zation, which may lead to the catastrophic rupture of the tank (Scarponi et al.
2017). LPG storage tanks may be seriously threatened by a fire, particularly in
those cases where negligence or regulatory gaps allow a very close exposure of
these tanks to flames coming from nearby fuels or by leakage appearance
(EmrysScarponi et al. 2020). Furthermore, fragments resulting from the destruc-
tion of the tank shell can be projected to the surrounding, potentially worsening
the consequences of the explosion (Tugnoli et al. 2013). The lack of an effective
safety distance between the LPG tank and the surrounding fuels caused the open-
ing of the safety relief valves and intense jet fires (EmrysScarponi et al. 2020).

To assist decisions and planning in case of hazardous gases numerical
techniques are applied (Hannaa et al. 2009, Polanczyk & Salamonowicz 2018).
Moreover, in industrial processes numerical tools are present (Wawrzyniak et al.
2012, Wawrzyniak et al. 2012, Czapczuk et al. 2017). In recent years, more de-
tailed models for the simulation of LPG vessels exposed to fire were developed,
based on computational fluid dynamics (CFD) Various computational tools are
applied for description of dispersion process i.e. Phast software (Wang et al.
2017), Aloha software (Thoman et al. 2006), Ansys software (Polanczyk et al.
2013, Salamonowicz et al. 2015) and FDS (Salamonowicz et al. 2021). However,
the simulation set up considered only full engulfment conditions, and the possible
transient evolution of fire scenario was not systematically considered. Therefore,
the aim of the study was to prepare a three-dimensional model of LPG release on
a car gas station under different environmental conditions.

2. Materials and methods
2.1. Case study

Analyzed case was composed of the area included one gas tank, three gas
distributors, one building and one carport. During a regular day the side surface
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of Liquid Petroleum Gas (LPG) tank on a car gas station was unsealed. The
emergency release was provoked by the lack of proper maintenance, inspection
and damage on detachable flange connections. Two different approaches of
unsealed tank were considered: 1) in the lower part of the tank (0.3 m measuring
from the ground), where liquid phase is localized, liquid phase of LPG leak
appeared; 2) in the upper part of the tank (0.7 m measuring from the ground),
where gas phase is localized, gas phase of LPG leak appeared.

According to the first approach the phenomenon was directed into the
leak appearance above the liquid level and release of gas vapors. The LPG
released in this way is further dispersed. While, propane-butane is heavier then
air, the released gas slowly settle on the ground and flood the depressions, e.g.
sewage wells. The dispersed gas creates an explosive atmosphere which together
with ignition source may explode. Moreover, gas remaining in depressions of the
land may remain there for a long time.

According to the second approach the phenomenon was directed into the
leak appearance in the part of the tank with liquid LPG. As a result a boiling pool
of propane-butane is formed on the ground (boilling temperature -41.2°C).
Combustible vapors arising from boiling pool are mixing with air and creating an
explosive atmosphere.

2.2. Model description

The fluid dynamic response of the LPG tank exposed on different environmental
conditions was modeled by two- and three-dimensional simulations. The follow-
ing boundary conditions for numerical simulation of LPG release on a car gas
station were assumed: free ejection of LPG into open space (T = 25°C and P =
101325 Pa, air (p = 1.23 kg/m?, 1= 1.79 107 kg/(m s)). The properties of analyzed
LPG were approximated as for the following composition: propane - mass frac-
tion 0.595, n-butane — mass fraction 0.405, temperature 25°C.

In the first step, with the use of Ansys SpaceClaim software (ANSY'S,
Canonsburg, PA USA) and technical documentation a three-dimensional model
(length = 200 m, width = 100 m, heigh = 20 m) of a gas station was reconstructed
(Fig. 1). In the analyzed domain 6 objects were localized (one gas tank, three
distributors, one building and one carport) (Table 1).

Fig. 1. Three-dimensional model of a gas station
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The following boundary conditions were used: mass flow outlet from the
unsealed tank, wall (for all obstacles). Moreover, at the inlet to the geometry,
velocity inlet boundary representing flowing air was applied.

Table 1. Dimensions of objects on the car gas station

Object Length [m] Width [m] Height [m]
Gas tank 4 1 1
Distributor 0.5 0.5 1.5
Building 20 10 4
Carport 10 5 7

Next, digital grid with the use of Ansys Meshing software (ANSYS, Can-
onsburg, PA USA) composed of tetrahedrons with boundary layer was created.
After mesh independent tests the number of numerical grid elements was estab-
lished at approximately 5 000 000, with boundary layer for whole analyzed do-
main composed of 10 layers (Fig. 2).

Fig. 2. Three-dimensional mesh model of gas station.

Moreover, for the calculation of mass flow rate (eq. 1) Aloha software
was used (Thoman et al. 2005, Tsenga et al. 2012, Sun et al. 2013). Mathematical
domain was limited to the cylindrical tank (diameter = 4 m, high = 1 m, length =
1 m). However, there were no obstacles. For the gas phase upwards emission at
1.5 m level was observed. While, for the liquid phase downwards emission was
observed at 0.5 m level was observed. Moreover, gas phase leak was analyzed at
constant temperature equal to 25°C. While, for the liquid phase, the gas temper-
ature was lowered due to the immediately phase transition from liquid to gas after
it escaped into the atmosphere through the leaks. Therefore, gas phase was ob-
served closer to the ground after release from the tank, while it is heavier than air
and is colder than air. Convergence level was set at 1 ¢”.
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Next, three-dimensional LPG release with the use of Ansys Fluent 19
software (ANSYS, Canonsburg, PA USA) was analyzed. Reynolds Averaged
Navier-Stokes equations (eq.1-3) were applied (Ganta et al. 2014, Zieminska-
Stolarska et al. 2015).
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where:

Vx,Vy,Vz — velocity components for X, y, z directions, [m/s],
t— time [s]; g — acceleration in X, y, z direction, [m%/s],

p — fluid viscosity, [Pa s],

p — fluid density, [kg/m?],

ut — turbulent viscosity, [Pa s].

In this work, the k—& model was used to represent the effects of turbulence
(Pontiggiaa et al. 2010). Moreover, as a wind speed is a crucial parameter, recon-
struction of dispersion in real conditions required usage of Pasquill stability class.
While, it required reflection of the wind profile along the height depending on the
atmospheric stability Pasquill stability class (Table 2) (Eduardo Kriigera and
Emmanuel 2013).
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Table 2. Velocity profile in function of atmospheric stability class

Stability class | Coefficient [-] | Wind speed [m/s] Equation
A 0.109 1 v = (y/10)*1%
B 0.112 3 v = (y/10)*!12
C 0.12 5 v = (y/10)*12
D 0.142 7 v = (y/10)*!4?
E 0.203 3 v = (y/10)*2%
F 0.253 2 v = (y/10)**%

3. Results

The methodology presented in this work provides a numerical tool to assess
whether the exposure of a LPG tank to a given atmospheric scenario can be
deemed safe (Scarponi et al. 2020). The influence of environmental parameters
as well as released phase on the size of hazardous zone was analyzed. The meth-
odology presented in this study provided a numerical tool to assess whether the
exposure of an LPG tank to a given environmental scenario can be deemed safe
on a car gas station. To reconstruct a realistic conditions of wind appearance, an
atmospheric stability classes were applied. It was in line with Mack et al. who
investigated CO; dispersion where experimentally measured inlet profile of wind
was simulated (Mack & Spruijt 2014). Moreover, in our study we assumed tur-
bulent character of flow, therefore, standard k-¢ model was used to describe its
properties. It was in line with Xing et al. who observed that the results from the
standard k-& model were in acceptable agreement with the experimental data for
the gas dispersion process (Xing et al. 2013). However, contrary to this
Sklavounos et al. found that the standard k—e model overestimate maximal con-
centration of heavy gas (Sklavounos & Rigas 2004). Nevertheless, our study in-
dicated that this turbulent model may be used in simulation of LPG release.

In the first step, ALOHA software was applied to estimate the range of
emergency zone. While, the leak was not limited by any obstacles, equal emer-
gency range was observed for both analyzed phases (Table 3). Increasing of at-
mospheric stability class from A to F resulted in hazardous zone range equal to
11 m for gas phase and liquid phase.

In the next step the three-dimensional car gas station was analyzed. It was
observed that wind direction and atmospheric stability class as well as retaining
wall and anti-burst wall had impact on the explosive range for both phases (Ta-
ble 4). For the same atmospheric stability classes higher range of zone for gas
phase compare to the liquid phase was observed. Fig. 3 presents a leak of LPG
for both phases, the iso-surfaces are presented for a concentration of 2%, which
corresponds to the lower explosive limit (LEL). Liquid phase was spread on the
ground, while gas phase surrounded LPG tank. When B atmospheric stability
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class was applied liquid was longitudinally concentrated, while gas phase was
mostly concentrated under a tank (Fig. 4). For C atmospheric stability class, the
range of liquid phase zone was about 5 times shorter compare to the gas phase
(Fig. 5). Moreover, comparison of C and D atmospheric stability class indicated
further decrease of hazard zone range (Fig. 6). While, for E and F atmospheric
stability class increase of hazardous zone was observed. For E class the range of
hazardous zone was equal to 4.5 m and 37.5 m for gas and liquid, respectively.
While, for F class the range of hazardous zone was equal to 45 m and 19.6 m for
gas and liquid, respectively.

Table 3. The range of explosive zone calculated with ALOHA software

Phase Atmospheric stability class Range of zone [m]

11
11
11
11
11
11
11
11
11
11
11
11

Gas

Liquid

oo ||| Ow | >

Table 4. The range of explosive zone calculated with Ansys software

Phase Atmospheric stability class Range of zone [m]

3.5
1.9
1,0
0.8
4.5
5,0
17.5
11,0
5.5
23
37.5
19.6

Gas

Liquid
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Fig. 3. Graphical representation of LPG leak for the atmospheric stability class A: (a)
gas phase of propane, (b) liquid phase of propane. Color bar presents mole fractions of
propane

Each time released LPG was not presented behind anti-burst wall. Which
corresponds to the real situation on a car gas station. Moreover, hazardous zone
only for F stability class for gas phase was presented in the area of distributors.
Furthermore, for A stability class for gas phase hazardous zone was observed
close to the building.

L

Fig. 4. Graphical representation of LPG leak for the atmospheric stability class B:
(a) gas phase of propane, (b) liquid phase of propane. Color bar presents mole fractions
of propane
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(a) - (b

Fig. 5. Graphical representation of LPG leak for the atmospheric stability class C:
(a) gas phase of propane, (b) liquid phase of propane. Color bar presents mole fractions
of propane

Moreover, it was noticed that not only a character of wind (different at-
mospheric stability class) but also the direction of wind had impact on the range
and size of hazardous zone (Fig. 9). When wind was directed from the left side
of the mathematical domain, longitudinal range of hazardous zone was equal to
11 m (Fig. 9a), while wind directed from the right side affected extend of the
hazardous zone to 15 m. Which was caused by appearance of retaining wall as
well as anti-burst wall.

(a) ‘ (b)
Fig. 6. Graphical representation of LPG leak for the atmospheric stability class D:

(a) gas phase of propane, (b) liquid phase of propane. Color bar presents mole fractions
of propane
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() (b)

Fig. 7. Graphical representation of LPG leak for the atmospheric stability class E: (a) gas
phase of propane, (b) liquid phase of propane. Color bar presents mole fractions of propane

Fig. 8. Graphical representation of LPG leak for the atmospheric stability class F: (a) gas
phase of propane, (b) liquid phase of propane. Color bar presents mole fractions of propane

Fig. 9. Comparison of liquid phase release for different wind direction for the atmospheric
stability class B: (a) for the left side of the analyzed domain, (b) from the right side of the
analyzed domain
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3.1. Limitation to the study

Presented model was analyzed within one car gas station. In the future we would
like to analyze different spatial configurations of gas car stations. Moreover, we
analyzed the process under constant temperature. In the future we would like to
include different environmental temperatures which may reflect different sea-
sons.

4. Conclusions

The proposed CFD model enabled analysis of LPG emergency release from
a tank at the car gas station. It was observed that urban obstacles have a signifi-
cant effect on gas propagation. All analyzed cases indicated that the explosive
zone was located several dozen centimeters above ground. Moreover, the range
of the explosion hazard zone is strongly dependent on the weather conditions.
Considering the obtained results, it can be observed that the lower the wind speed,
the greater the explosion hazard zone. The leakage of the gas and liquid phase
was the largest for the low wind speed (wind speed class: A, E, F). Furthermore,
LPG tanks should be located in an open area which enables freely diluting of
released gases.

Moreover, it was observed that the location of the leakage affects the ex-
tent of the danger zone. For the leaking below the liquid surface analyzed LPG
has liquid form. While, for the leaking above the liquid surface analyzed LPG has
gas form. Furthermore, for liquid leakage the largest hazard zone of release was
observed.
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Abstract: The purpose of this study was to assess progress in the implementation
of rules for the control and handling of ballast water and sediments, regulated by
the International Convention on the Control and Handling of Ship Ballast Water
and Sediments (BWM Convention). The survey was conducted in 2018-2019
among seafarers responsible for handling ballast tanks. Analysis of the survey da-
ta revealed that despite the introduction of water treatments, ballast water contin-
ues to be a vector for the transfer of non-native organisms. This is due to the low
effectiveness of the methods used, and the fact that 8% of the respondents an-
swered that no BWT systems were used on the ships they manage. Despite this,
some seafarers (4.7%) indicated that increasing environmental awareness and ad-
herence to BWM principles should result in improved protection of aquatic eco-
systems. Therefore, the global problem concerning the transport of non-native or-
ganisms via ballast water has still not been solved effectively. In the near future,
improved BWT systems should be introduced, which after proper training of the
crew will act as a barrier to the transfer of non-native organisms in ballast water.

Keywords: ballast water, foreign species, BWM convention,
ballast water treatment, sea transport

1. Introduction

The chemical composition of water is shaped by natural phenomena and, to
a large extent, depends on the structure of the catchment area, soil and rock
environment, and the level of pollution in the area of the water's origin (Pytka-
Gustowska 2000). The chemical composition has been significantly affected by
the development of the economy and maritime transport. Aquatic and terrestrial

© 2021. Author(s). This work is licensed under a Creative Commons
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areas used by port infrastructure to enable maritime transport are subject to
a strong anthropogenic influence (Directive 2002/413/EC of 30 May 2002). The
continuous flow of ships arriving and departing from many different environ-
ments provides a basis for the transmission of marine organisms in ballast tanks
(David & Gollasch 2018, Gollasch & David 2019). These organisms have
a major impact on the environment surrounding the ports which has led to many
studies on the composition of species in the ships' ballast waters (Zvyagintsev &
Selifonova 2010, Butron et al. 2011, Carney et al. 2011) and ballast water
treatment systems (Albert et al. 2013). Under favourable environmental condi-
tions, e.g. temperature, suitable substrate and salinity, non-native species trans-
ported in ballast water may establish and spread in the ecosystems surrounding
the port where ballast water was exchanged (Ojaveer et al. 2016, Normant-
Saremba et al. 2017, David et al. 2019, Gollasch & David 2019).

The problem of uncontrolled movement of aquatic organisms and path-
ogens from ballast water as a result of international maritime transport has re-
sulted in the creation of the International Convention for the Control and Man-
agement of Ships' Ballast Water and Sediments (Rastegary 2017), or the Ballast
Water Management convention. Drafted in 2004 under the supervision of the
International Maritime Organisation (IMO), and ratified on the 8" of September
2016, the document became a legal instrument which covers all elements of
international shipping (Rastegary 2017, David & Gollasch 2018, Gollasch &
David 2019). According to the principles of the Convention, as of the 7™ of
September 2017, all shipowners who have ships designed or constructed to car-
ry ballast water, are obliged to comply with it. Under the BWM regulations,
ships are required to carry out an inspection on the basis of which they can re-
ceive an International Ballast Water Management Certificate and to have an
approved Ballast Water Management Plan (BWMP) and a Ballast Water Record
Book (BWRB) (International Convention for the Control and Management of
Ships' Ballast Water and Sediments, Rahman 2017, Gollasch & David 2019,
Kuroshi et al. 2019).

The BWM Convention also forced ship masters to remove ballast water
at a distance of at least 370 km from the coast, to clean the ballast tanks more
frequently and introduce various ballast water treatment systems. The water
treatment systems recommended by IMO that meet the Convention's D-2 norm
are based, among other things, on the use of UV radiation, filtration, water heat-
ing, biodegradation, and chemical disinfection, often working in combination
with one another (BWM Convention, Kuroshi et al. 2019).

The aim of this work is to assess the progress in the implementation of
the principles of Control and Management of Ships' ballast water and sediment
regulated by the BWM Convention and the attitude of seafarers, who are respon-
sible for managing the exchange of ballast water, towards the new regulations.
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2. Material and Methods

This study was based on surveys used to collect information from seafarers
active in various posts. The surveys were carried out in 2018 and 2019, with
2000 questionnaires in total handed to seafarers in charge of the management of
ballast tanks and related work. This group of respondents was chosen due to the
nature of their work on the ship which was related to the International Conven-
tion for the Control and Management of Ships' Ballast Water and Sediments.
The study took into account only those questionnaires which included answers
concerning ships with ballast tanks. After excluding documents not meeting the
requirements, 1200 completed questionnaires were received. The questionnaire
was divided into 2 parts. The first section concerned the current situation of the
ships operation according to the type and size of ballast tanks, as well the Ships'
region of operation in order to determine the significance of the ballast water
problem. The second range of questions concerned seafarers' training and
awareness of changes in legislation and the introduction of the International
Convention for the Control and Management of Ships' Ballast Water and Sedi-
ments and their knowledge of potentially harmful organisms carried in ballast
water (Appendix 1). The design of the survey also allowed for an examination
of the seafarers' opinions and attitudes (such as their hopes and fears regarding
the effectiveness of the introduced ballast water treatment solutions) to the new
rules for the Control and Management of Ships' ballast water and sediments.

3. Results
3.1. Characteristics of the ships surveyed in terms of their use

The questionnaires were received from respondents who indicated that under
the last three contracts they managed primarily seven types of ship, 50% of
which were ships under 100 meters in length (600 ships), 33% were ships be-
tween 100 and 200 meters in length and 17% were ships over 200 meters (Fig.
1). The majority of the seafarers worked on ships operating exclusively in Eu-
ropean areas (58% of all ships, including 600 ships under 100 metres and 96
ships between 100 and 200 metres long). In contrast, only 100 ships operated on
the Europe-Asia-Africa-America route (10%) and 404 ships (32%) operated
worldwide. Comparing the route of ships with the capacity of their ballast tanks,
ships sailing exclusively in Europe accounted for as much as 71% of ships with
ballast tanks no bigger than 5,000 m®. On the other hand, ships sailing on routes
between Europe and America, Europe and Africa or Europe and Asia had tanks
between 5,000 m® and 20,000 m>. In the case of ships sailing all over the world,
the majority of them (as much as 90% of them) were ships with ballast tanks
exceeding 20,000 m® (Fig. 2).
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The results of the surveys showed that the larger the vessel is, the larger
the ballast tanks are, which may lead to the increased number of non-native
organisms being transported in ballast water.
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Fig. 1. Characteristics of the vessels mentioned in the survey in terms of type and length

Around the world

The size of water ballast tank [m?]
<5000
E>5000 <20000m

Europe - Asia

@>20000m

Europe - Africa

Euproe - America

The ship's route

Only Europe

0 200 400 600 800
The total number of ships

Fig. 2. Characteristics of the vessels mentioned in the survey in terms of routes and
ballast tank volume
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3.2. Assessment of seafarers' awareness of changes in legislation under
thelnternational Convention for the Control and Management of Ships'
Ballast Water and Sediments (BWM Convention)

As many as 15% of the seafarers surveyed were not familiar with the recom-
mendations of the International Convention for the Control and Management of
Ships' Ballast Water and Sediments. The group of respondents who did not at-
tempt to learn the BWM (Ballast Water Management) principles, in force since
September 2017, were made up of seafarers who were not in charge of water
treatment management (most often a seaman or a third officer). At the same
time, half of all respondents negatively commented on the introduction of addi-
tional recommendations with regard to the control and management of the ves-
sel's ballast water and sediments. As many as 20% of the 1200 respondents
were not adequately trained for the proper treatment of ballast water and its
sediments or were not sure whether they had received such training. Of all the
seafarers who were familiar with the BWM rules, as much as 90% considered
the threat of non-native species being transferred to new areas as still apparent.
In the multiple choice question, they most frequently indicated that the threats
to new habitats from ballast tanks were microorganisms (83%),_shellfish (66%),
protozoa (50%) and parasites (50%). On the other hand, 10% of the same group
of respondents stated that with the correct operation of the ballast water treat-
ment method (BWT), the waters from ballast tanks do not pose a threat in terms
of the transmission of non-indigenous aquatic species (Fig. 3).

All organisms smaller than the filter screen ::iﬁ

Nothing (properly working BWT)

Microorganism

Parasites [— = = = = = = = — — = — -

Protozoa

Shellfish | .-,

Terrestrial waterreptiles

ron PR

Harmful aquatic organisms
and pathogens still transported
in ballast tanks

0 50 100
Respondents familiarized with the rules
of BWM Convention [%]

Fig. 3. Potentially harmful groups of aquatic organisms and pathogens transported in
ballast tanks in the opinion of the surveyed seafarers familiar with the BWM
Convention rules
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When asked (a multiple choice question) about the time and place of
changing the water in the ballast tanks, the surveyed seafarers most often indi-
cated ports (50%), open waters (41.7%) and at the time of unloading (41.7%).
At the same time, only 8.3% indicated places specially designated by the admin-
istration (e.g. Norway has specially designated areas where ballast water should
be changed before it is emptied in a Norwegian port). In the respondents' an-
swers to the question about the applied methods of ballast water treatment be-
fore its release, mixed systems which combine mechanical and chemical pro-
cesses were mentioned most often (42%), biological and physical methods were
indicated much less frequently (17% each) and only 8% of the respondents indi-
cated an answer suggesting no treatment of ballast water (Fig. 4).
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Fig. 4. Responses of respondents concerning treatment systems and processes and the
place and time of ballast water exchange

3.3. Seafarers' hopes and concerns about the requirements
of the BWM Convention

Out of 1,200 respondents, 600 did see a chance for the complete elimination of
the transfer of harmful aquatic organisms and pathogens by using appropriate
ballast water treatment systems (Fig. 5).
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Fig. 5. Responses concerning the chance for complete elimination of the transfer
of harmful aquatic organisms and pathogens with ballast water

Considering possible problems with the application of the new ballast
water rules, as much as 40% of all seafarers were concerned about the increased
number of duties by insufficiently trained crew. Almost as much as 35% de-
clared the possibility of bypassing the regulations due to the overly complicated
operation of ballast water treatment systems. 17% of respondents indicated eco-
nomic issues, the long time needed to adjust ships to the new requirements, and
additional problems during inspections as main concerns (Fig. 6).
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Fig. 6. Seafarers' concerns about the possibility of problematic situations arising from
the introduction of new restrictions under the BWM Convention

A large group of respondents (80%) expressed confidence in the provi-
sions for permanent prevention and final elimination of the transmission of
harmful aquatic organisms and pathogens (Fig. 7). Some seafarers indicate that
increasing environmental awareness and compliance with the BWM principles
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will lead to improved protection of aquatic ecosystems. However, as many as
33% of seafarers do not see any positive aspects in the introduction of new
regulations in ballast water management (Fig. 7).
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The total number of respondents

Fig. 7. Hopes of seafarers associated with the introduction of new restrictions on board
the ship in accordance with the BWM Convention

4. Discussion

Globally, legislative work on regulations for the management of Ships' ballast
water has been forced by the growing problem of non-native species being trans-
ported to new environments (Directive 2002/413/EC of 30 May 2002, HELCOM,
International Convention for the Control and Management of Ships' Ballast Water
and Sediment). According to information collected by HELCOM, 118 non-native
species have been introduced into the Baltic Sea in the last 100 years (Fig. 8). Of
these, as many as 90 have settled there permanently (HELCOM List of non-
indigenous and cryptogenic species in the Baltic Sea).

This problem is not unique to the Baltic Sea, since as many as 7,000 spe-
cies (Carlton 1999) are transferred in this way between ports around the globe. In
the neighboring North Sea, as many as 150 non-native aquatic animal species
have been identified (Gollasch et al. 2009), making it an area highly affected by
the introduction of non-native species (Vila et al. 2010). It should be noted that
the ports in the Baltic and North Sea are intensely connected via international
maritime traffic, which may enhance the transfer and easy acclimatization of non-
native species. However, the problem of ballast water transfer of allochthonous
organisms does not only affect European ports, but also ports across the entire
world (Ng et al. 2015, Kim et al. 2016, Kiu & Hall 2018, Li et al. 2018). That is
why the problem of microorganisms that migrate to new environments in this way
has been increasingly often researched (Atlung et al. 2012, Delacroix et al. 2013,
Ziegler et al. 2018, Hess-Erga et al. 2019, Petersen et al. 2019).
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Fig. 8. Number of observed non-indigenous species in the Baltic Sea coastal
and offshore areas. Source: HELCOM List of non-indigenous and cryptogenic species
in the Baltic Sea

It is difficult to unequivocally determine the distribution of the popula-
tions of non-native animals carried by individual vessels. The abundance of
organisms in the ballast water of ships sailing between the same ports varies
depending on the season, the presence of organisms in the vicinity of the ship,
and the security measures used on the ship (Golasch et al. 2000). In addition,
different species have different tolerances to ballast tank conditions. Some can
survive in ballast tanks for several days (Flagella et al. 2007) and therefore can
be relocated to ports in close proximity to the point of departure. According to
Carlton (1999), short-range vessels are a major vector for the transfer of non-
native organisms. Some of these organisms, due to their shorter routes, may
become invasive in marine and estuarine habitats, with negative ecological,
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economic and human health impacts (Anil et al. 2002) and effects on biodiversi-
ty and ecosystem services (Stachowicz et al. 2007). However, long-range ves-
sels do not pose less of a threat to the transfer of allochthonous organisms to
new environments. Although most of them are not able to survive long voyage
times, those that manage to adapt to the adverse conditions in ballast tanks (es-
pecially microorganisms of unknown potential) become resistant and increase
their survival capacity. Such adaptability may pose a much greater threat in
terms of gaining the capacity to facilitate invasions than the mere transfer of
non-native yet non-invasive organisms to new ecosystems (Gollasch et al. 2000,
Gollash et al. 2009, Ng et al. 2015, Kim et al. 2016, Hess-Erga 2019). This situ-
ation makes ship passage routes a key element in combating the problem of
transferring organisms to new ecosystems.

The problem related to the transport of non-native organisms with bal-
last water has still not been successfully resolved despite numerous studies on
their appearance and ecology in new areas (Gollasch 2006, Czerniejewski &
Filipiak 2001, Bauer & Woog 2008, Alexandrowicz & Alexandrowicz 2010,
Brandorff 2011, Burton et al. 2011, David et al. 2019, Gollasch & David 2019).
This is indirectly confirmed by the results of our survey, which shows that half
of the respondents not only did not see a chance to eliminate the transmission of
harmful aquatic organisms via ballast tanks, but as many as 40% of all seafarers
are afraid of the increased number of duties associated with the operation of
BWT systems which have to be performed by undertrained crew members.

The introduction of regulations for the control and proper handling of
ship ballast water and its sediments has resulted in various types of ballast water
treatment systems. According to the BWM Convention, these processes are
procedures, activities and mechanisms designed to reduce or eliminate, in whole
or in part, the risks associated with the carriage of non-indigenous species in
ship ballast water. Those processes that have been approved and permitted un-
der regulations D-2 and D-3 of that Convention can be divided into physical and
chemical. The physical methods of ballast water treatment include water filtra-
tion, ultraviolet light irradiation, ultrasonic wave action, and circulation based
on the ballast transfer process, during which the volume of water pumped
through the tank should be at least three times the tank volume (Misorz 2017).
However, pumping through less than three times the volume may be accepted
provided the ship can demonstrate that at least 95 per cent volumetric exchange
is met (Resolution MEPC.173(58)). The BWM Convention stipulates that bal-
last water exchange should be carried out by sequential, flow-through or dilu-
tion methods. On the other hand, chemical methods for ballast water treatment
include disinfection processes that require the use of chemicals or biocides, e.g.,
chlorination, ozonation, chemical removal of sulfites and bisulfites (Misorz
2017, Hess-Erga 2019, Jung et al. 2020).
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Continuous work on improvement of ballast water treatment processes
as a consequence of eliminating undesirable aquatic organisms and pathogens
have resulted in the creation of various BWT systems (Rahman 2017, David &
Gollasch 2018, Gerhard et al. 2019, Kuroshi et al. 2019). According to the sur-
veys, the commonly used ballast water treatment processes are mechanical,
biological, physical and chemical, most often used in combination. In addition
to those mentioned in the survey, other systems are used worldwide, such as UV
lamps, filtration, ballast water heating, deoxidation and ozonisation (Rahman
2017, David & Gollasch 2018, Wan et al. 2018, Gerhard et al. 2019, Gollasch et
al. 2019, Kuroshi et al. 2019).

However, according to Gollach and David (2019), and as confirmed by
our survey, none of the systems are fully effective, as viable organisms still
appear in the ballast water. Moreover, respondents indicated that in 8% of cases
no BWT systems are used on their ships. Furthermore, Drillet et al. (2016) be-
lieve that the standards for the efficient operation of these systems include test-
ing only for selected indicator organisms (e.g. pathogenic microorganisms),
which is insufficient to create a full characterisation of the burden to the aquatic
environment. This problem was examined by Hess-Erga et al. (2019), who cor-
rectly pointed out the lack of effectiveness of single ballast water treatment
systems in the face of the diversity of organisms living in the tanks. Legal
guidelines for ballast water treatment omit organisms smaller than 10 pm,
which creates the risk of a lack of control of the unpredictable presence of
harmful microorganisms. Most ballast water treatment systems in use utilize
mechanical separation or filtration followed by a combination of chemical or
physical post-treatment of tank water. Unfortunately, the common use of elec-
trochemical or UV treatment in such conditions is hampered by the varying
environment of ballast tanks and organic biocompounds. Hess-Erga et al. point
out that insufficient inactivation of this group of organisms inhabiting ballast
tanks could lead to potentially dangerous ecological consequences, where the
success of invasive species may be aided by the microbial community that en-
ters new environments with them. Therefore, they point out the need for intensi-
fied research on microbial invasion patterns in terms of their impact on ecosys-
tems. Jung et al. (2020) also noted that validated BWT have failed to treat
ballast water with a high density of organic matter. They also pointed out that
for such ballast water, it is recommended to filter the water from the tanks dur-
ing de-ballasting rather than vessel ballasting. In addition, they argue that bal-
last water should be re-treated when stored for long periods of time, due to the
presence of high concentrations of suspended particles, which provide a specific
medium for the growth of microorganisms colonizing ballast tanks. Jung et al.
(2020) also draw attention to the need for regular training of the crew of ships
that are equipped with ballast water treatment systems. Mere introduction of
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new regulations will not be sufficient if the crew is not fully prepared for the
proper use of BWTs and, consequently, will not be able to carry out their proper
operation and maintenance.

Another reason for the introduction of non-native species, in addition to
the inefficiency of ballast water treatment systems, is the poor knowledge of
BWM principles among seafarers (Rahman 2017, Wan et al. 2018, Gerhard et
al. 2019, Golasch & David 2019). In our survey as much as 15% of seafarers
declared no knowledge of BWM principles. For 85%, new regulations raised
concerns. Equally important is the economic situation of shipowners obliged to
decide which ballast water treatment systems will be most suitable for use in
their ships (Tan 2015, Olenin et al. 2016, Wan et al. 2018, Gerhard et al. 2019).
Many of the respondents noted that the most frequently installed BWT systems
are of poor quality and prone to failure. These failures are not only due to the
way the ballast water systems are constructed but also by dependence on the
human factor. The results of the received questionnaires indicate that in many
cases the principles of controlling and managing ships' ballast water and sedi-
ments are disregarded, which the respondents justified by the lack of readiness
to implement such regulations. In addition, although the relevant bodies are
required to manage the environmental programme under the BWM Convention,
many seafarers complain about the lack of harmonisation of current national
legislative restrictions (Verna & Harris 2016, Cohen et al. 2017, Gerhard &
Gunscha 2018, Liu et al. 2019, Rak et al. 2019). Albert et al. (2013) indicate
that the regulations established by the International Maritime Organisation
(IMO) have not led to the unification of ballast water management standards
and have even resulted in the establishment of completely different guidelines
for individual countries. Similar suggestions were made by Gerhard et al.
(2018) on the basis of legal regulations in the USA and Australia. Drillet et al.
(2016) notes, in turn, that despite careful testing of the ballast water treatment
systems (BWTS), it is not possible to ensure their effective operation at any
given time for every type of water in the tanks. These problems are compound-
ed by the fact that some seafarers prefer not to comply with the complex BWT
rules by declaring that they are not familiar with the legislation in force today.
Only respondents in the highest positions admitted that they pay special atten-
tion to all the work required of them concerning control and Management of
Ships' ballast water and sediment.
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5. Conclusions

The introduction of new legal standards such as the International Convention on
the Control and Management of Ballast Water and Sediments represents a great
opportunity for the protection of aquatic environments from non-native organ-
isms. Adherence to these regulations may preserve the biodiversity of many eco-
systems. Unfortunately, saving aquatic habitats is only possible if BWT systems
meet minimum efficiency standards. Additionally, it is critical to ensure more
precise training of crews who are to manage ballast water treatment systems.

Based on the obtained results of our survey, the vast majority of sur-
veyed seafarers (85% of all respondents) knew the requirements of the Interna-
tional Convention for the Control and Management of Ships' Ballast Water and
Sediments. However, this does not mean that they understand this legislative
direction. Unfortunately, based on the survey data, a large proportion of the
ships' crews (33%) were not convinced about the merits of improving the provi-
sions on ballast water treatment. According to our respondents, it results in the
introduction of overly complex and faulty BWM systems in the equipment of
ships. Their concerns relate to the inadequate training of seafarers responsible
for these systems and also burdensome additional inspections and other new
obligations. On the other hand, seafarers in charge of the ballast water treatment
systems see BWM regulations as a chance for improving the protection of the
aquatic environment and progressively improving the process of ballast water
exchange. Unfortunately, if seafarers are still not adequately informed and
trained in terms of the requirements of BWT systems and the development of an
effective system for the elimination of organisms carried in the ballast water,
then despite the introduction of new regulations, the transport of non-native
organisms in the ballast water of ships may still have a significant negative im-
pact on the ecological status of aquatic ecosystems.

We would like to thank all seafarers who have devoted their time to us
and completed the questionnaires.

References

Albert, R. J., Lishman, J. M., Saxena, J. R. (2013). Ballast water regulations and the move
toward concentration-based numeric discharge limits. Ecol. Appl., 23(2), 289-300.

Alexandrowicz, W. P., Alexandrowicz, S. W. (2010). Expansive migrations of mol-
luscus during the historic period. [W:] Mirek Z. (red.) Biological invasions in Po-
land. Wydawnictwo Instytutu Botaniki im. W. Szafera PAN w Krakowie 1: 23-48.

Altug, G., Gurun, S., Cardak, M., Ciftci, P. S., Kalkan, S. (2012). The occurrence of
pathogenic bacteria in some ships’ ballast water incoming fromvarious marine re-
gions to the Sea of Marmara, Turkey. Marine Environmental Research, 81, 35-42.



An Assessment of Progress in the Implementation... 91

Anil, A. C., Venkat, K., Sawant ,S. S., Dileep, Kumar ,M., Dhargalkar, V. K., Ramaiah,
N., Harkantra, S. N., Ansari, Z. A. (2002). Marine bioinvasion: Concern for ecolo-
gy and shipping. Current Science, 83,214-218.

Bauer, H. G., Woog, F. (2008). Nichtheimische Vogelarten (Neozoen) in Deutschland.
Teil I: Auftreten, Bestinde und Status. Vogelwate 46, 157-194.

Brandorff, G. (2011). The copepod invader Skistodiaptomus pallidus (Herrick, 1879)
(Crustacea, Copepoda, Diaptomidae) from North America in water bodies of
Bremen, northern Germany. Aquatic Invasions 6.

Butron, A., Orive, E., Madariaga, 1. (2011). Potential risk of harmful algae transport by
ballast walters: the case of Bilbao Harbour. Marine Pollution Bulletin 62, 747-757.

Carlton, J. T. (1999). The scale and ecological consequences of biological invasions in the
world’s oceans. Inlnvasive species and biodiversity management, ed. O. T. Sand-
lIund, P. J. Schei and A Viken,195-212. Dordrecht: Kluwer Academic Publishers.

Carney, K. J., Delany, J. E., Sawant, S., Mesbahi, E. (2011). The effects of prolonged
darkness on temperate and tropical marine phytoplankton, and their implications
for ballast water risk management. Marine Pollution Bulletin, 62, 1233-1244.

Cohen, A. N., Dobbs, F. C., Chapman, P.M. (2017). Revisiting the basis for US ballast
water regulations. Marine Pollution Bulletin, 118, 348-353.

Czerniejewski, P., Filipiak, J. (2001). Krab welistoszczypcy (Eriocheir sinensis Milne
— Edwards 1853) z Zalewu Szczecinskiego. Komunikaty Rybackie 60 (1): 28-31.

David, M., Gollasch, S. (2018). How to approach ballast water management in Europe-
an seas. Estuarine, Coastal and Shelf Science, 201, 248-255.

David, M., Mageletti, E., Kraus, R., Marini, M. (2019). Vulnerability to bioinvasions:
Current status, risk assessment and management of ballast water through a region-
al approach — the Adriatic Sea. Marine Pollution Bulletin, 147, 1-7.

Delacroix, S., Vogelsang, C., Tobiesen, A., Liltved, H. (2013). Disinfection by-products
and ecotoxicity of ballast water after oxidative treatment — results and experiences
from seven years of full-scale testing of ballast water management systems. Mar.
Pollut. Bull., 73, 24-36. DOL: https://doi.org/10.1016/j.marpolbul.2013.06.014.

Drillet, G., Wisz, M. S., Lemaire-Lyons, Y. L. B., Baumler, R., Ojaveer, H., Bondad-
Reantaso, M. G., Xu, J., Alday-Sanz, V., Saunders, J., McOwen, C. J., Eikaas, H.
(2016). Protect aquaculture from ship pathogens. Nature, 539.

Flagella, M. M., Verlaque, M., Soria, A., Buia, M. C. (2007). Macroalgal survival in
ballast watertanks. Marine Pollution Bulletin, 54, 1395-1401.

Gerhard, W. A., Gunscha, C. K. (2018). Analyzing trends in ballasting behavior of
vessels arriving to the United States from 2004 to 2017. Marine Pollution Bulletin,
135, 525-533.

Gerhard, W. A., Lundgreenb, K., Drilletc, G., Baumlerd, R., Holbechb, H., Gunscha, C.
K. (2019). Installation and use of ballast water treatment systems — Implications
for compliance and enforcement. Ocean and Coastal Management, 181, 104907.

Gollasch, S., Rosenthal, H., Botnen, H., Hamer, J., Laing, 1., Leppékoski, E., Macdonald,
E., Minchin, D., Nauke, M., Olenin, S., Utting, S., Voigt, M., Wallentinus, 1. (2000).
Fluctuations of zooplanktontaxa in ballast water during short-term and long-term
ocean-going voyages. International Review of Hydrobiology, 85, 597-608.



92 Kinga Zaton-Sieczka & Przemystaw Czerniejewski

Gollasch, S. (2006). Overview on Introduced Aquatic Species in European Navigational
and Adjacent Waters. Helgoland Marine Research, 60, 84-89.

Gollasch, S., Haydar, D., Minchin, D., Wolff, W. J., Reise, K. (2009). Introduced
aquatic species ofthe North Sea coasts and adjacent brackish waters. In Biological
invasions in marine ecosystems: Ecological, management, and geographic per-
spectives, Ecological Studies 204, ed. G. Rilov and J. A.Crooks, 507-528. Ber-
lin/Heidelberg: Springer-Verlag.

Gollasch, S., David, M. (2019). Chapter 13 — Ballast Water: Problems and Management
[in:] World Seas: an Environmental Evaluation (Second Edition) Vol. III: Ecologi-
cal Issues and Environmental Impacts; 237-250.

HELCOM. Source: http://www.helcom.fi/about-us/internal-rules/rules-of-procedure.

HELCOM List of non-indigenous and cryptogenic species in the Baltic Sea.
Source:  http://www.helcom.fi/Lists/Publications/Report%20on%200bserved%20
non-indigenous%?20and%?20cryptogenic%20species%20in%20the%20Baltic
%20Sea.pdf

Hess-Erga, O. K., Moreno-Andrés, J., Enger, ., Vadstein, O. (2019). Microorganisms
in ballastwater: Disinfection, community dynamics, and implications for manage-
ment. Science of the Total Environment, 657, 704-716.

Jung, P. G., Hyun, B., Shin, K. (2020). Ballast Water Treatment Performance Evaluation
under Real Changing Conditions. J. Mar. Sci. Eng. 8, 0817. DOI: 10.3390/jmse
8100817

Kim, Y., Aw, T. G., Rose, J. B. (2016). Transporting ocean viromes: invasion of the
aquatic biosphere. PLoS One 11, 1-18. DOI: https://doi.org/10.1371/journal.pone.
0152671

Kiu, R., Hall, L.J. (2018). An update on the human and animal enteric pathogen Clostridi-
um perfringens. Emerging Microbes and Infections, 7(141), 1-15. DOI: 10.1038/
s41426-018-0144-8

Kuroshi, L., Olger, A. L, Kitada, M. (2019). A tripartite approach to operator-error
evaluation in ballast water management system operation. International Journal of
Industrial Ergonomics, 69, 173-183.

Li, C,, Liu, B., Zhou, J., Wang, Z., Jiang, N. (2012). Investigation on bacterial diversity
of ballast water from Ninbo port, China. Ecological Science, 31(6), 636-644.

Liu, T. K, Wang, Y., Ch., Su, P.H. (2019). Implementing the ballast water management
convention: Taiwan’s experience and challenges in the early stage. Marine Policy
109, 1-8.

Miegdzynarodowa Konwencja o Kontroli i Postgpowaniu ze Statkowymi Wodami Bala-
stowymi i Osadami z dn. 16 lutego 2004r. Source: http:/library.arcticportal.org/
1913/1/International%20Convention%20for%20the%20Control%20and%20Mana
gement%200f%20Ships%27%20Ballast%20Water%20and%20Sediments.pdf.

Misorz, T. (2017). Postgpowanie z wodami balastowymi na statkach w zegludze mig-
dzynarodowej w $wietle Konwencji BWM 2004. Prace Wydzialu Nawigacyjnego
Akademii Morskiej w Gdyni 32; 59-71, DOI: 10.12716/1002.32.05 (in Polish).

Ng, C., Le, T. H., Goh, S. G., Liang, L., Kim, Y., Rose, J. B., et al. (2015). A Compari-
son of Microbial Water Quality and Diversity for Ballast and Tropical Harbor Wa-
ters. PLoS ONE 10(11); €0143123. DOI: 10.1371/journal.pone.0143123



An Assessment of Progress in the Implementation... 93

Normant-Saremba, M., Marszewska, L., Kerckhof, F. (2017). First record of the North
American amphipod Melita nitida Smith, 1873 in Polish coastal waters. Oceano-
logical and Hydrobiological Studies, 46(1), 108-115.

Petersen, N. B., Madsen, T., Glaring, M. A., Dobbs, F. C., Jorgensen, N. O. (2019).
Ballast water treatment and bacteria: Analysis of bacterial activity and diversity af-
ter treatment of simulated ballast water by electrochlorination and UV exposure.
Sci Total Environ., 648, 408-421

Pytka-Gustowska, E. (2000). Ekologia z ochrong srodowiska. Przewodnik. Wydawnic-
two Os$wiata. Wydanie IV. Warszawa (in Polish).

Rahman, S. (2017). Implementation of Ballast Water Management Plan in Ships
Through Ballast Water Exchange System. Procedia Engineering, 194, 323-329.

Rak, G., Zec, D., Markovc¢i¢, Kostelac, M, Joksimovi¢, D., Gollasch, S., David, M.
(2019). The implementation of the ballast water management convention in the
Adriatic Sea through States' cooperation: The contribution of environmental law
and institutions. Marine Pollution Bulletin, 147, 245-253.

Rastegary, M. (2017). The Ballast Water Management Convention and its Impacts on
the Shipping Industry. Payam Darya, 5, 40-59.

Resolution MEPC.124(53). Guidelines for ballast water exchange (G6).

Stachowicz, J. J., Bruno, J. F., Duffy, J. E. (2007). Understanding the effects of marine
biodiversityon communities and ecosystems. Annual Review of Ecology, Evolution
and Systematics, 38, 739-766.

Tan, J. (2015). Latest Update on the Ballast Water Management Convention 2004.
Legal Briefing, UK P&I CLUB.

Wan, Z., Chen, J., Sperling, D. (2018). Institutional barriers to the development of
a comprehensive ballast-water management scheme in China: perspective from
a multi-stream policy model. Mar. Policy, 91, 142-149.

Verna, D. E., Harris, B. P. (2016). Review of ballast water management policy and
associated implications for Alaska. Marine Policy, 70, 13-21.

Vila, M., Basnou, C., Pysek, P., Josefsson, M., Genovesi, P., Gollasch, S., Nentwig, W.,
Olenin, S., Roques, A., Roy, D., Hulmes, P. E., DAISIE partners. (2010). How well do
we understand the impacts of alien species on ecosystem services? A pan-European,
cross-taxa assessment. Frontiers in Ecology and the Environment, 8, 135-144.

Ziegler, G., Tamburri, M. N., Fisher, D. J. (2018). Long-term algal toxicity of oxidant
treated ballast water. Mar. Pollut. Bull., 133, 18-29 DOI: https://doi.org/10.1016/
JMARPOLBUL.2018.05.013.

Zvyagintsev, A. Y., Selifonova, J. P. (2010). Hydrobiological studies of the ballast
waters of cargo chips in Russian sea ports. Oceanology, 50, 932-942.



Rocznik Ochrona Srodowiska
Volume 23 Year 2021 ISSN 1506-218X pp. 94-105
https://doi.org/10.54740/r0s.2021.006 open access

Received: 12 January 2021  Accepted: 20 April 2021  Published: 06 December 2021

Heavy Metal Emissions from Linear Sources
and Polluted Soil in The Capital City of Poland

Anna Dmochowska”
The Main School of Fire Service, Warsaw, Poland
https://orcid.org/0000-0002-9557-1812

Malgorzata Majder-Lopatka
The Main School of Fire Service, Warsaw, Poland
https://orcid.org/0000-0002-0226-710X

Zdzislaw Salamonowicz
The Main School of Fire Service, Warsaw, Poland
https://orcid.org/0000-0003-4814-1569

Aleksandra Piechota-Polanczyk
Department of Medical Biotechnology, Jagiellonian University, Krakow, Poland
https://orcid.org/0000-0001-8062-4435

Andrzej Polanczyk
The Main School of Fire Service, Warsaw, Poland
https://orcid.org/0000-0001-8894-752X

“corresponding author’s e-mail: admochowska@sgsp.edu.pl

Abstract: Human activities such as transport contribute to the environmental
degradation. Therefore, the aim of the study was to determine the level of
contamination of soils, from different districts of big cities of central Europe, with
heavy metals: zinc, lead, and nickel. The samples were taken from the top, sodded
soil layer. Each single sample weigh was about 1 kg taken from 1 m?> measuring
station. Soil samples were dried at room temperature. The airborne dry soil was
thoroughly mixed and sieved through a 1 mm nylon sieve. The study included
analysis of which type of metals is washed out under the influence of abiotic
factors (bioavailable forms) and demonstrating how spatial development affects
the accumulation of selected heavy metals in the soil. The results indicated that
heavy metals emitted to the ground layer of the atmosphere accumulate in the
immediate vicinity of communication routes. Moreover, based on the analysis of
interrelationships of zinc, lead, and nickel concentrations, it has been shown that
there is a common source of their emission to soil. Furthermore, the thesis that the
concentration of metals was dependent on the soil reaction was not confirmed.

Keywords: soil degradation; heavy metals contamination; zinc,
lead and nickel contamination

© 2021. Author(s). This work is licensed under a Creative Commons
BY SA

Attribution 4.0 International License (CC BY-SA)



Heavy Metal Emissions from Linear Sources... 95

1. Introduction

The constant development of urban agglomerations impose protection of natural
environmental surrounding this area by improving the soil’s condition, polluted
from different sources, e.g. washing the soil with rainwater rich with heavy
metals (Piecuch et al. 2015, Polanczyk et al. 2018, Peng et al. 2020). Soils are
contaminated with various chemical compounds, e.g. atmospheric dust, sewage
runoff, waste dumps, industrial settlers as well as waste sediments, sewage and
liming of soils (Nathanail and Bardos 2004, Polanczyk et al. 2018). Urban soils
accumulate pollution from many local sources, that have the potential to migrate
inside soil (Pierzynski et al. 2005, Zieminska-Stolarska et al. 2015). The form of
soil’s contamination is strongly dependent on the source of emissions, the physi-
cal and chemical properties of soils, the amount and quality of colloids in soils,
the pH, sorption properties, as well as the soil redox potential (Liu et al. 2019,
Polanczyk et al. 2019). Drinking water resources should be particularly protected
against the penetration of pollutants (Czapczuk et al. 2017).

Depending on the climatic conditions and the character of terrain, dust
and aerosol particles can be transported by wind over long distances and then get
into the soil in the form of dry precipitation, with rainfall, snowfall, and surface
runoff. According to Kabaty-Pendias (Ebrahimi-Najafabadi et al. 2019) research,
in Poland during the year falls: cadmium — 5 g/ha/year, copper — 39 g/ha/year,
lead — 200 g/ha/year, zinc — 540 g/ha/year. For example, precipitation dust in
Krakow consists mainly of fine particles of silicate enamel, sulphate calcium and
iron oxides. Whereas tests of heavy metal content in precipitation dust carried
out in residential and industrial districts of Lublin showed that the maximum
concentrations of selected heavy metals were in: zinc — 3154 ppm, manganese
— 2479 ppm, copper — 612 ppm, lead — 479 ppm and nickel — 132 ppm (Vehicles
2004). Concentration of heavy metals in rainwater is a sensitive indicator of at-
mospheric air pollution and is strongly correlated with dust pollution. Street dust
is relatively rich in lead and other heavy metals. The lead content of Zurich's
street dust is 2000 ppm, which is more than 20 times higher than the natural value
(Zhang et al. 2019). Equally high concentrations of selected heavy metals were
observed in precipitation dust collected along the Lazienkowska street in Warsaw.
Lead aerosol, expelled from the exhaust system of vehicles, moves along with the
air currents falling to the areas adjacent to the motorway traffic routes, the signifi-
cant range of this precipitation is about 100 m. The movement of lead com-
pounds from linear emission sources, which are communication routes, is forced
mainly through air mass movements. Metals generated when burning gasoline
are stable for 4 up to 7 days and then transform into less soluble forms such as
sulfates, carbonates, phosphates and oxides (Pernille et al. 2006, Guan et al.
2018). The process of converting halogenated lead into insoluble forms strongly
depends on climatic conditions. Despite restrictions on the use of heavy metal
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compounds in fuels, the greatest risk of soil pollution with heavy metals still
comes from motor vehicles. The specificity of this threat is the banded ar-
rangement of polluted areas. The content of heavy metals in soils adjacent to
communication routes, parking areas as well as distance from the road
(Martinez 2001). The level of the negative impact of road transport on the quali-
ty of the urban environment depends on the following factors: the number of
vehicles, vehicle structure, speed, technical condition of the vehicle, the quality
of fuel, traffic appearance as well as road quality. The source of lead com-
pounds’ emission are fuels. The introduction of lead tetraethyl and tetramethyl
lead as a means of increasing octane number has caused that communication
routes have become the main source of this metals (Zhao et al. 2019). Data in
the literature indicate that communication sources account for 50 to 75% of lead
emissions in urban areas (Backstrom et al. 2003). Despite the withdrawal from
sales with the beginning of universal petrol replacing lead and restrictions to
0.005 mg/1 at the producer and 0.013 mg/1 at the distributor of lead compounds,
there was no drastic decrease in the content of lead in soils. The reason for this
is that the accumulation of metal in earlier years was so great that even limiting
its content in fuel, did not cause a significant decrease its concentration in soil.
In addition, lead-fueled cars, despite the change in gasoline used, contain in the
engine installation residues of lead compounds accumulated in engine oils, lub-
ricants and others (Ebrahimi-Najafabadi et al. 2019). The battery electrodes
contain lead, zinc, iron, nickel, or cadmium. Lubricating oils contain heavy
metals as well as oxidation and thermal decomposition products of oil and fuel.
Zinc, calcium, lead, and magnesium oxides are used as additives to accelerate
the vulcanization process of tires. For example, zinc oxide has been detected in
the tire tread in an amount of 1-2%. When the tires wear off, it gets into the
environment, thus increasing the level of zinc up to several hundred mg/kg in
soils along roads (Oborn & Linde 2001). Corrosion of vehicle parts contributes
to soil pollution with dust containing substances used to manufacture these parts.
Traces of elements such as vanadium, nickel, iron, magnesium and others are also
present in bitumens (Ashayeri & Keshavarzi 2019).

Therefore, the aim of the study was to determine the level of contamina-
tion of soils, from different districts of big city of central Europe, with heavy
metals: zinc, lead, and nickel. In the introduction chapter analyzed problem was
described. In the methodology the samples, applied devices and area of sample
collecting was described. Finally, the results were presented in the results chap-
ter and concluded in conclusion chapter.
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2. Materials and methods
2.1. Characterization of the analyzed urban area

In the area of central Warsaw seven points for sample collection were chosen
(Fig. 1). 1 — South Praga, Przyczoétek Grochowski, al. The United States;
a green belt between traffic lanes over the Goctawski Canal; From the north
— allotments; from the south — Goctawskie Lake with adjacent green areas and
newly built apartment blocks. Six-lane roadway. 2 — Center, Lazienki Krolew-
skie near the Lazienki Ponds; From the east — Lazienki Ponds, park area.
3 — Mokotow, al. Independence at the height of the National Library; a green
belt between the track and the lane; Buildings a few hundred meters from the
road, park area. Six-lane road, track, bus stop. 4 — Center, intersection of Soli-
darnosci al. with Andersa street and Square Banking; Urban buildings, compact.
The intersection of an eight-lane roadway with a six-lane roadway; track cross-
ing; subway. 5 — Ochota, Wawelska street, approximately 50 m from the inter-
section with Grojecka street and approx. 100 m from the Aviator Monument;
green belt between traffic lanes; Urban buildings, compact. Six-lane roadway.
6 — Ochota, Wawelska street, approximately 50 m from the intersection with
Grojecka street and approx. 100 m from the Aviator Monument; the area behind
compact buildings adjacent to Wawelska street. A green area between residen-
tial buildings, adjacent to a car park intended for residents. 7 — Downtown, Sax-
on Garden, central part; park area. Samples from measuring points 2 and 7 were
taken to determine the geochemical background of the elements studied. Three
conscript series were made: in March, April and May 2019.

Fig. 1. Sampling points
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Fig. 2a shows the collection point no. 2 and Fig. 2b its vicinity, i.e. La-
zienkowska Route. On the other hand Fig. 3 shows the collection point no. 7.

Fig. 3. Collection point no. 7

2.2. Research methodology

In the laboratory scale spectrometer PU 9100X / 74 (Philips, England) was ap-
plied. The following reagents and solutions were applied: perchloric acid 70%
(d =1.67 g/ml), nitric acid 65% (d = 1.40 g/ml), acetic acid, glacial, part-d, deion-
ized water as well as standard solutions: Zn: 1.5 mg/l, Pb: 5.0 mg/l, Ni: 5.0 mg/I.
Each time the sample of material was taken from the top (0-0.2 m),
sodded soil layer. To obtain reliable results, each single sample weighing about
1 kg was a mixture of three smaller (about 300 grams) taken from a 1 m* meas-
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uring station. Soil samples were dried at room temperature. The airborne dry
soil was thoroughly mixed and sieved through a 1 mm nylon sieve.

The wet clay mineralization variant based on concentrated nitric and
perchloric acids was used to decompose the clay fraction of soil samples. Soil
samples weighing 1 g were placed in 50 ml quartz flasks, to which 5 ml HNO;
and 3 ml HCIO4 were added. Quartz coolers with a small amount of deionized
water were placed in the neck of the flasks and heated on the burner until white
fumes appeared. The mineralization time depend on the sample ranged from 40
to 90 minutes. The resulting solution was filtered on medium filters and then
quantitatively transferred to 100 ml quartz volumetric flasks and made up to
volume with deionized water. After wet mineralization, the content of zinc, lead
and nickel in soil samples was determined directly by atomic absorption spec-
trometry with flame atomization. A 100 mm burner fed with a stoichiometric
mixture of air and medical acetylene (acetylene A) was used. The flame tem-
perature was 1200°C.

Hollow cathode lamps made by Philips were used as the radiation
source. The spectrometer was program-controlled — Unicam Atomic Absorption
— "Data Station ver. 1.7" from Unicam.

An attempt to assess the degree of toxicity was used according to the
procedure recommended by the American Environmental Protection Agency
(EPA), enabling the determination of toxicity and leaching potential of heavy
metals from soils (TCLP). Soil samples were extracted with acetic acid solution.

The determined Corg content is the total amount of soil components
that volatilize at 550°C during roasting. The dried soil sample with a mass was
calcined in an electric furnace for 2 h. Then it was cooled in a desiccator and
weighed.

3. Results and discussion

The highest concentration of lead (392 +11.3 mg/kg s.m.) was recorded in sam-
ples taken near Lazienkowska Road, while the lowest (25.7 £0.6 mg/kg s.m.)
from the intersection area at Bankowy Square. The average lead concentration
was observed in samples from the Lazienki Park and the Saxon Garden and was
about 65 £1.4 mg/kg s.m. While the highest value of zinc (728.2 £22.1 mg/kg
s.m.) were observed in samples from the area between residential buildings with
the adjacent parking. Also, in this case, the metal concentration in the sample
from Banking Square was lower than the concentration in the soil sample from
control sites and reached the lowest value there. Relatively low concentrations
were noted for nickel in all samples (Fig. 4-6). These Figures show the concen-
tration of metals at the collection points.
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Fig. 9. Average content of nickel in living organisms in relation to the average content
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Analysis of concentration of selected metals in individual samples indi-
cated that the highest concentrations of zinc are taken at place no. 1 with the
highest traffic intensity and the strongest tendency to form traffic jams (Fig. 7
and Fig. 8). The values of lead emissions at the same site were in relation to the
concentration of lead at site no. 5, which was at the same height as in station no.
6, but between lanes where lower Pb concentrations were recorded. At the same
time, such a low (in comparison to no. 6) concentration of trace elements on
a street with such a high traffic volume may indicate that along with the plant-
ing and care of greenery, the top layer of soil is replaced or mixed with its deep-
er layers, thus giving lower concentration values. A similar conclusion may be
drawn when analyzing the results of samples taken from Banking Square. The
determined concentrations are even lower than those in soil samples taken from
areas recognized as reference points (background). Nickel soil pollution was
negligible and oscillates within the range considered as a backdrop for urban
areas. The general tendency indicates that in soils contaminated with one ele-
ment, the content of other metals increased proportionally. The thesis that in the
areas of anthropopressure, an increase in the concentration of one type of metals
was in line with the general pollution of the soil environment. An analysis of the
spatial arrangement of buildings gave grounds to conclude that in places where
air traffic was restricted by buildings, the dust fall of heavy metals from motor
vehicles was increased. The presented results of the reaction test showed that it
did not have an impact on the level of soil pollution with heavy metals.

It was also observed that soil had limited capacity to absorb pollutant
loads. It was investigated that the main problem of the automotive industry is
the emission of zinc compounds. Moreover, the organic carbon content was in
the range 5.0-10.3%, with the highest values obtained at place no. 1, and the
lowest values in the Saxon Garden (control place). The soil organic carbon con-
tent was strongly correlated with the lead concentration (0.73), while the corre-
lation coefficients for the other two metals were slightly lower and were: Zn
(0.65) and Ni (0.44) (Fig. 10-12).

4. Conclusions

Dense network of communication routes and heavy traffic in Przyczolek
Grochowski area caused that in the immediate vicinity elevated concentrations
of the analyzed heavy metals were observed. This area has been identified as the
most endangered among all measuring stations. However, due to the short-term
scope of the analyzes, the test results may not be applicable to the long-term
assessment of the degree of soil metal pollution. Moreover, heavy metals emit-
ted to the ground layer of the atmosphere accumulate in the immediate vicinity
of communication routes. Based on the analysis of interrelationships of zinc,
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lead, and nickel concentrations, it has been shown that there was a common
source of their emission to soil.

Heavy metals are not biodegradable, they only change their forms under
the influence of physical-chemical factors prevailing in soils. In areas exposed
to anthropogenic pollution by heavy metals, the share of bioavailable forms of
zinc, nickel and lead was higher than in control areas. While analysis of heavy
metals in soils showed that road traffic was a common source of their emission.
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Abstract: The article discusses the physicochemical mechanisms of the effect of
chemical reagents on the processes of swelling of the raw mixture based on the
ash of thermal power plants. The process of structure formation in such mixtures
occurs as a result of physicochemical transformations of its constituent compo-
nents. To intensify gas evolution and obtain materials of a porous structure, the
presence of a gas former is necessary. The author has analysed the possibility of
creating a porous structure in a raw mixture based on ash with the introduction of
various gas formers or their formation as a result of exchange reactions. The main
chemical compounds contributing to pore formation have been determined. To
form a given structure, it is proposed to control chemical transformations at the
stage of swelling. To study the processes of intensification of gas evolution, the
author proposes to investigate the mechanisms of the influence of mineral fillers
and chemical reagents on swelling processes based on the analysis of the Gibbs
equation. The parameters of the Gibbs equation are obtained, by which it is possi-
ble to determine the probability of the occurrence of chemical reactions with the
proposed chemical agents for the formation of gas bubbles with (pores) in the raw
material.

Keywords: swelling, porous structure, ash of thermal power plants

1. Introduction

As a result of coal combustion at thermal power plants, a large amount of ash
and slag waste is generated. The level of this waste disposal in Russia is about
4-5%; in developed countries — about 50%, in France and Germany — 70%, and
in Finland — about 90% of their total amount (Lee et al. 2020). These countries
use mainly dry ash, their disposal is encouraged by the national policy. Nowa-
days, the problem of ash and slag waste is becoming more acute, as it is gener-
ated in large volumes and have an utterly negative environmental impact. The
waste accumulates in rising volumes, resulting to a rapid increase in environ-
mental, social and economic costs due to the extremely low disposal level.
Moreover, due to their physicochemical and physical composition, these materials
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are considered as unique resources to be used in various economic sectors with
significant social, environmental and economic effects (Bielecka et al. 2020).

One of the possible solution to a problem is the development and imple-
mentation of effective thermal insulation porous materials based on ash contain-
ing raw mixture. Abundance of raw materials, relatively simple technology, low
capital production costs, as well as attractive thermophysical characteristics
could ensure wide use of these porous materials in industry. To ensure produc-
tion of energy-efficient materials, features of the raw mixture swelling shall be
studied in detail. Consequently, the production technology of ash-based porous
thermal insulation structures shall be solved by studying the mechanism of
a porous structure formation as a result of chemical reactions.

There are three main approaches to the elementary porous system for-
mation. The first one considers the porous structure formation during a pseudo-
continuous medium dispersion resulting from sublimation, condensation, crys-
tallization and chemical reactions. The second approach is a porous system
growth by adding porous systems of a smaller spatial scale (colloidal systems,
bulk materials, etc.). There is an approach, where porosity is considered as fine-
structure three-dimensional defects (metals, alloys, certain minerals). There is
also a combined approach to a porous system formation, analysing more com-
plex porous systems and their combinations (building materials, foam glass,
insulation materials).

A porous system can be formed by diffusion accumulation of gases (dif-
fusion genesis) and material destruction (destruction genesis). Diffusion accu-
mulation of gases is a pore formation process during the release of gases in the
material as a result of chemical reactions, difference in a substance saturation
with gases in different physical states, transition to the gaseous state of one of
the initial mixture components. The mechanism of a porous structure formation
as a result of chemical reactions is based on the release of gases, accumulating
in the least dense locations and forming gas bubbles. If the pressure in gas bub-
bles is higher than the sum of external and hydrostatic pressure, the liquid mix-
ture of material boils. To intensify the pore formation process, the pressure is
considerably reduced and the mixture starts boiling.

The formation of gases is also possible as a result of transition of one of
the mixture components in the gaseous physical state (Pavlenko et al. 2019). At
this, there gas accumulates and a pore is formed under the internal pressure
action. Diffusion genesis also includes pore formation resulting from difference
in the substance saturation in its solid and liquid state. Gas solubility in a liquid
medium is higher than in a solid one. Therefore, dissolved gases are displaced
during solution crystallization. If the solution surface has already crystallized,
then an excess gas begins to accumulate upstream crystallization front, then it
moves along with the crystallization front until its concentration exceeds the
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maximum possible concentration of dissolved gas in the solution. In all these
cases of diffusion genesis (pore formation as a result of chemical reactions,
difference in gas saturation of the substance in different physical states, result-
ing from evaporation of one of the initial mixture components) pore nucleation
and its growth rate are the most important issues (Pavlenko et al. 2014). Alt-
hough the pore nucleation location is fluctuating, the most viable pore nuclei are
formed near structural imperfections. Such imperfections include the interface
of different chemical structures, different physical states of one element; pores
and cavities, formed as a result of the material destruction. In a liquid physical
state, such imperfections diffuse in volume and can merge. To merge pore nu-
clei, energy shall be spent on the structure deformation.

2. Purpose of work and research methods

It is evident that ash shall not be considered as the industrial waste, but as
a resource for production of new materials. One of TPP ash disposal methods is
to use it in the technology of porous thermal insulation material production by
means of thermal swelling of water soluble mineral raw mixture. To solve this
task it is necessary to study main physico-chemical processes and transfor-
mations in the ash structure.

The structure in a mixture is formed as a result of physico-chemical trans-
formations of ash components. Thermal swelling, the main process of structure
formation and pore nuclei formation as its initial stage, result from chemical
reactions in the mixture.

One of TPP ash disadvantages is its inconstant composition, depending
on morphological characteristics of the burning fuel, milling fineness during its
preparation, fuel ash-content, chemical composition of the fuel mineral part,
temperature in the burning area, period of particles presence in this area, etc.
Moreover, the ash, stored in ash dumps, is under constant chemical transfor-
mations, resulting in gradual change of its chemical composition.

TPP ash chemical composition was studied to determine its possible use
as a raw material for production of building materials. According to standard
modern methods, ash chemical composition is determined, it is presented in
Table 1. Use of ash in its pure form is complicated by the negative impact of
CaO (calcium (II) oxide), present in a free form in the burnt state. Hydration of
CaO particles, often coated with a glassy shell, results in cracking and destruc-
tion of solidified material. The harmful impact of CaO can be neutralized by
different means: physical, chemical and its use with cement. The positive effect
in the latter case will be achieved as a result of dilution and containment of de-
structive phenomena using a set cement.
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Table 1. Average content of TPP ash components

Substance Formula Content, wt.%

Silicon (IV) oxide SiO» 52.08
Aluminium (III) oxide AlO3 26.58
Iron (III) oxide Fe,O; 13.0
Magnesium (II) oxide MgO 2.4
Calcium (II) oxide CaO 4.13
Manganese (11, II1) oxide Mn;304 0.3
Titanium (IV) oxide TiO, 0.84
Chromium (III) oxide Cnr0s 0.003
Sulfur (VI) oxide SO3 0.38
Phosphorus (V) oxide P>0s 0.23
Potassium oxide K,O 1.5
Sodium oxide Na,O 0.5
Bound water H,O 0.2
Carbon (IV) oxide CO, 0.33
Calcination losses (at t = 950°C) — 3.77

We analysed both methods in our work. As calcium oxide (CaO) content
in ash is low (= up to 4%), each method may be relevant. During TIM produc-
tion, to intensify gas emission we shall use NaOH alkali, which can be formed
as a result of metabolic reactions. In our technologies alkalis can be added to the
raw mixture as a separate component, its gradual formation is also possible in
intermediate chemical reactions in the ash-based raw mixture. It would make it
possible to control chemical transformations at the swelling stage. Formation of
new compounds will promote a faster mixture plastification and its early con-
solidation. These properties can serve as a basis of a controlled process for
a specified structure formation, which (as specified in the first section) is the
purpose of this study.

Therefore, interaction of these chemical compounds accelerates CaO hy-
dration, as well as formation of mixture hydrates.

Complex physicochemical and chemical processes in the interaction of
clinker minerals with water occur according to the following equations:

e (sS tricalcium silicate hydrolysis

3 CaO-SiOy+ (n+1)H20 = 2Ca0-SiO,'nH>0 + Ca(OH),, (1)
e (S dicalcium silicate hydration

2 Ca0-Si0; + nH,0 = 2Ca0-Si0y-nH,0, )
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e (A tricalcium aluminate hydration
3Ca0-AlOs + 6H,0 = 3Ca0-Al,O3-6H-0, 3)
e  C4AF tetracalcium (four-calcium) aluminoferrite hydrolysis
4Ca0-AlLO;3-Fe 03 + mH,0 = 3Ca0-AlLO3-6H,0 + CaO-Fe,03-nH,0. (4)

The presence CaO compound in the system, which is in a free state, af-
fects strength properties of the final product. During hydration with CaO trans-
formations occur according to the following pattern:

CaOso1y + nH,O — CaO + nH,0 (s.) — Ca(OH), + (n-1)H,O(s.) —
—Ca(OH); + (n-1)H>0. 5)

If the process takes place in the absence of excess water, then Ca(OH),
crystallizes rapidly and inside formed compound particles there is an increased
internal stress, resulting in mixture cracking. To eliminate destructive phenom-
ena in the cement, chemical additives are introduced into the mixture.

The solubility promoting compounds accelerate the swelling process and
form soluble compounds with CaO: NaCl, CaCl,, MgCl,, NH4Cl, Ca(NOs),. Ad-
ditives, slowing down CaO activity and forming sparingly soluble compounds on
its surface, that prevent water access: CaSOj - 2H,0, Na,SOs4. Chemical additives
react with cement minerals, forming complex compounds: calcium hydrosul-
foaluminates and hydrochloroaluminates 3CaO-Al,O3-3CaSO4-nH,O, 3CaO-
-Al,03-nCaCl,'mH,0. These compounds increase the active surface of cement
grains, the rate of cement interaction with water and strengthen a set cement.

The ash CaO interacts with portland cement clinker according to the fol-
lowing metabolic reactions:

3Ca0-AlOs3 + NaCl + 10H,0 = 3Ca0-Al>O3-CaCl,- 10H20,
3Ca0-AL,O3 + 3CaS04 + 31H,0 = 3Ca0-Al,03-3CaS04-31H,0. (6)

The strength of ash-containing concrete depends on the chemical and
mineralogical composition of a cement clinker. At an early growth state, the
concrete strength is facilitated by the increased content of alkali in the clinker,
accelerating ash and cement chemical interaction (Polettini et al. 2009). Addi-
tives, such as CaCl, and CaSOs, can be used to activate ash for use in cement
systems (Poon et al. 2001). Addition of sodium chloride (NaCl) to a cement
mixture in the amount of 1.2-1.5% promotes CaO hydration (Bellmann 2009).

U. A. Ayapov (Ayapov 1982) proposed to add sodium sulfate into the mix-
ture (NaxSO4), which affects structure formation processes in a lime-ash binder
system. The presence of a high content of AL,O3 in a system (18-24 wt.%), results
in a shift of ionic equilibrium towards formation of sparingly soluble ettringite
— calcium hydrosulfuminate (3CaO-AlO3-3CaSO4-nH,0). It increases alkaline
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environment as a result of formation in a sodium hydroxide (NaOH) system,
which enhances the effect of ash sulfate-alkaline activation, namely the destruc-
tion of Si-O-Al bonds, while ettringite crystals contribute to destruction of
Si(OH)4 (OH ) and Al(OH); gel colloidal film; chemical reactions accelerate on
the ash grains surface, they are further enhanced by curing.

As a result of exchange reactions between sodium sulfate and cement hy-
dration products, an additional amount of sulfate crystal hydrates is formed —
gypsum (CaSO4-2H,0) and alkali NaOH. When Portland cement sets in the air,
it results in carbonization due to carbon (IV) oxide (CO,) (concentration 0.03%)

Ca(OH), + CO, + nH,0 — CaCOs + (n + 1) - H,0,

(crystal)
2NaOH + CO; + nH,0 — Na,CO; + 2H,0. (7)

Disodium trioxocarbonate (Na,CQO3) interacts with gypsum first, as it is
the most soluble product of Disodium trioxocarbonate (Na,COs3) hydration,
under the action of NaOH, its solubility increases considerably:

CaS0O4 2H,0 + Na,CO3; — CaCOs + NaSOq4 + aq. (8)

Highly soluble in water sodium sulfate reacts again with calcium oxide to
form gypsum and alkali.

The simplest way to increase the water resistance of a set cement is pos-
sible to be used with the introduction of additives of electrolyte salts, when ad-
ditional crystal hydrates are formed. Salts-electrolytes (e.g.NaNOs;, Na,SOs,
Na,CO;3, dissolving in water, penetrate deep into the concrete structure and react
with components of a set cement solidification products. Use of salts results in
their interaction with a set cement components with formation of AFt and AFm
phases and hydrosilicates. The mechanism of Na,COs; (disodium trioxocar-
bonate) action can be represented as its reaction with calcium hydroaluminate in
the presence of calcium hydroxide, followed by the formation of two sparingly
soluble products, one of which is represented by a double salt:

Na, CO; + C4 AHj5 + Ca(OH)z + H,O—C3ACaCO5-2H; O + NaOH + CaCOs. (9)
A simple exchange reaction is also possible:
Na,COs + Ca(OH), + H, O — CaCO; + NaOH. (10)

Carbonization occurs in the surface layer. Formed CaCO; increases in
volume and promotes strengthening of the outer concrete surface. Gradually, the
system activates surface self-compaction processes with spontaneous slowing
down of the carbonization phenomenon, resulting in a dense surface formation,
it prevents CO» (carbon (IV) oxide) access, which is part of the air, into deep
layers.
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As ash contains up to 61% of aluminosilicate glass phase, similar reac-
tions of interaction with Na,SO4 (sodium sulfate) will take place in ash-cement
compositions. It is an obvious benefit, as theoretically we can influence kinetic
parameters of the swelling process. Moreover, carbonized shrinkage during
product carbonized shrinkage will partially compensate for their own expansion
deformations by free lime quenching.

3. Experimental research

The impact mechanisms of mineral fillers and chemical reagents on swelling
processes may be evaluated based on analysis of the combined equation of the
first and second laws of thermodynamics.

AG=P-AV+0-AF+u-An+¢@-Agq—T-AS = AH — TAS, (11)

where:

AG — Gibbs free energy allowing prediction of intensity and direction of chang-
es in the system energy state,

AH - system enthalpy factor,

o — the surface tension at the pore interface,

F — the pore surface area,

n — the rate of a volume change,

¢ — the chemical potential of a pore-forming gas,

TAS — an entropy factor.

The entropy factor changes with porous structure formation with the fol-
lowing work, performed by the system (a raw mixture):
e change of system volume,
e formation of a new surface and increase of surface tension during frame
hardening,
e change of chemical potential, phase and component composition.

The entropy factor increases as a result of the porous structure formation,
using technological techniques, described in the previous chapters.
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Gibbs energy is represented by the following equation
M =¢p MY 400, (12)

where: M is the mass of a pore forming agent equal to 4nr*/v’,
1 is the outer surface of a pore nucleus, 4mr?,

¢ is the chemical potential of a pore-forming gas.
Gibbs energy of a system, consisting of the energy of a pore nucleus for-
mation and a material porous structure

G=G6V+6®, (13)

where G is Gibbs energy of the material.

Let us analyse the equilibrium state of this system. If system external
pressure p', equal to gas pressure in a pore and temperature T' are constant, then
equilibrium condition dG = 0 is represented by

dAUD +dUD —T'(dS® +dS@) +p' (VD + dv @) + oM am® 4
+p@dM® = o, (14)

where: U is internal energy; p’ is external pressure (in this case mixture pres-
sure).
Considering that

), =7 G =» 1s)

for a gas bubble according to Laplace formula
p® = (p’ + 276) then
dUD +aU® = TWas® + T@ds® — (p =22) av® —p'av®. (16
T
Considering that the system total mass is constant
Zav® + (99 - p@)amu® = o. (17)
For spherical pores
dv D = 4mr2dr, (18)

1) _ Amr?
dM® = —=-dr. (19)
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The above ratio can be written as

®
(02 - @ +222)dr = 0 (20)

T

or under condition dr # 0,

9@ — ) =

Let us assume instead <p§01 ) and @@ actual values of the pore-forming
agent and material chemical potentials at a specified temperature and corre-
sponding pressure equal to 9 (pD, T), T), @ (p@, T). Similarly to a gas
bubble in an infinite volume of liquid, decomposing ¢ %) (p(l), T) in a row by
p® —p@ and @ (p@, T) - in arow by orders p® — p™ . We will obtain

go(l)(p(l), T) = §0(2)(p(2), T). (22)

From equation (22) it follows that the pore-forming agent and material
chemical potentials have equal values. Thus, conditions of gas pressure equilib-
rium in the material during porous structure formation, taking into account the
surface tension:

TW = T@ p® _ p@ = 270 eD(p®,T) = p@(p®,T). 23)

200D
p—

e2))

After differentiation of equation (11) by pressure p at 7= const and given
that (0@ /0p); = v, we obtain

Ly = e oy 20 (000
p@ v r2 (ap)T + r ( ap )Tl 24)
As ﬁ is much lower than v(¥, and v at relatively low gas pressures
can be considered equal to R7/p, then
RT  2vWg for 20 (9D
P = 7 (a)T -2 (%, )T- (25)
After integrating this equation by p > 0 we obtain
RT 20Mq (or 20 (v
Jwdr == (%)po_fT(ap )po' (26)
@
RT - [Inln (@) +¢c| = -2, (27)

T

where c is the integration constant.

200
p(l) —e C-e RT r
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We obtain constant e ¢ from equilibrium condition, given that at r — oo,
P = Do:

20v(1)

pM =po-eTrRr T, (28)

After differentiating the equation of equality of potentials (23) by T and
given that (d¢p/dp)r = v, (0@/dT)p = -S we obtain

8(/)(” d_p+ GQ)(” . 8q0(2) d_p+ 8¢)(2)
o ), dT or ), op ), dT or ),

— 1 / (2) (1) (1)
dT = (2)—s(”[p(2)'dp v .dp )

(29)

N (30)

As the material density is almost independent of the pressure at low gas
pressures L = RT/p, we obtain

1 P(Z) (1)
T:s(z)—s”) "5 —RTln‘p ‘ + const.
r (31)
Given P = const, (3¢ /0T)p = —s, we finally write
(1) (1)
o ) ).
r p T » (32)
§(2 () =20V
rT
Considering (30):
(1) (2)
T:Rln‘lp(l)‘,(Zm; +i(2)}
(31)
At ¥ = % we obtain
Y N L i
Rl (1) r (2) ’
|| p 32)

where Ty is a pore forming gas temperature.

Thus, all parameters for equation (11) are obtained, it is possible to de-
termine probable chemical reactions and formation of gas bubbles (pores) in
a raw material.
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4. Conclusions

To intensify gas evolution in a mixture based on ash, the presence of a gas for-
mer is necessary, which can be formed as a result of exchange reactions. In ash
and slag materials, the chemical and mineral-phase composition depends on the
composition of the mineral part of the fuel, its calorific value, the combustion
mode, the method of catching and removing incineration waste, and the place
where raw materials are taken from the dumps. The use of additional gasifiers in
certain technological modes contributes to the implementation of an intensive
and controlled process of emission gases (for pore formation in the plastic raw
material mixture). The mechanisms of the effect of mineral fillers and chemical
reagents on the swelling processes can be estimated based on the analysis of the
Gibbs equation, which makes it possible to predict the intensity and direction of
changes in the energy state of the system. It will make it possible to determine
the quantitative composition of a raw mixture with TPP ash addition and main
technological modes of its swelling. The obtained results can be used to quantify
components of a raw mixture for production of porous structures and perform
further research to optimize the composition and technological modes of swelling.
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1. Introduction

Estimation of suspended sediment amount in streams and rivers correctly is
a substantial value in the design and maintenance of hydraulic structures such as
dams, bridges, etc. In particular, the sediment that accumulates in the water
storage structures such as dam reservoir reduces the reservoir capacity. De-
crease of the reservoir capacity causes shortening of the economic life of facili-
ties. In order to prevent or even delay these damages, a passive storage called
dead storage is determined in the dam reservoir. It is designed to remain under
the water intake structure. The service life of a dam, namely its useful life, de-
pends on the amount of storage. Therefore, it is important to accurately forecast
the type and amount of sediments in dam projects.

In rivers, suspended sediments are also transported with water during
stream-flow movement. These sediments are consisted of either erosion in river
basin or by abrasion in the stream bed. Throughout river, scouring and accumu-
lation in stream bed occur as a result of sediment movements. As a result of this
scouring and accumulation, the shape of the river bed and morphological struc-
ture is expected to change. For the solution of these problems, suspended sedi-
ment estimations are needed.

Determination of suspended sediments by measurements is the most ac-
curate method. However, this method takes time and is costly. In addition, there
is no measurement of the amount of sediments in many observation stations,
although water flow is measured. It is especially difficult to measure the amount
of sediments in the stations in case of flooding.

Artificial intelligence techniques have been widely used to solve complex
problems in recent years. Examples of these are; artificial neural networks (ANN)
(Saplioglu & Cimen 2010, Turhan & Cagatay 2016, Demirci et al. 2017, Unes et
al. 2018a, 2018b, Turhan et al. 2019) and adaptive network-based fuzzy inference
system (ANFIS) (Jang 1993, Ghavidel & Montaseri 2017, Ebtehaj & Bonakdari
2017, Demirci et al. 2018, Catal & Saplioglu 2018, Ehteram et al. 2021).

In the past, many researchers also applied artificial intelligence methods
and obtained different results in order to explain the sediment amount problem
and provide correct solutions. Kisi (2005) estimated the concentration of sedi-
ment in the stream using ANN. Mirbagheri et al. (2010) evaluated the applica-
bility of the sediment rating curves (SRC), and fuzzy rule-based (NF) models in
estimating the concentration of sediment in the rivers using the coefficient of
determination and demonstrated that the NF model gives better results for pre-
dicting the sediment concentration. Firat and Giingor (2010) used ANN and NF
methods for sediment estimation. According to the results, they demonstrated
that the NF approach provides high performance. Wieprecht et al. (2013) used
an ANFIS to estimate bed load and total bed material load in the Rhine River.
They used two-thirds of the available data sets (bed load and total bed material)
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for the training phase and the remaining one for the testing phase. They stated
that the ANFIS modeling approach could be a good alternative for estimating
bed load and total bed material load. Demirci and Baltaci (2013) investigated
the viability of the SRC, multi linear regression (MLR), and fuzzy logic (FL)
methods in estimating sediment concentration. FL. model has shown good re-
sults in comparisons for both 5-year and 50-year sediment estimations. Demirci
et al. (2015) used an ANN approach for forecasting sediment concentration in
Little Coal river, West Virginia, in the USA. It was found that the ANN model
gives better estimates than other techniques. Kitsikoudis et al. (2015), derived
sediment transport formulas for sand-bed rivers. They used ANN, ANFIS, and
genetic programming based symbolic regression methods to derive these formu-
las. Partovian et al. (2016), made a study on the daily sediment and flow model
of the Minnesota River. They applied the previously measured data to ANN and
ANFIS models. They compared it with MLR and auto-regressive moving aver-
age (ARMA) models to evaluate the performance of their models. According to
their results, ANN and ANFIS models performed better than MLR model.

Kisi and Zounemat (2016) conducted studies to forecast the amount of
sediment in 2 stations on the Muddy river in the USA. The input parameters
were the daily flow rate and the amount of sediment concentration data in the
study. They used ANN, NF, SRC, and CNF models (Clustered Neuro-Fuzzy
model, developed from classic NF). The CNF method has been shown to pro-
vide better sediment estimation results than others. CNF method can be present-
ed as an alternative to ANN, NF, SRC methods in sediment prediction.
Seyedian and Rouhani (2015) studied the capabilities of the ANFIS to estimate
daily sediment loads for four stations in the USA. They compared the ANFIS
model they created with the SRC model in terms of error amounts (RMSE,
MBE), and determination coefficient (R?) values. They stated that the ANFIS
model performed better than the SRC model. Tasar et al. (2017) used M5tree
(MS5T), ANN approaches, and statistical approaches to estimate sediment load.
Gunawan et al. (2017) estimated sediment load using the backpropagation net-
work (BPNN) scheme, which is an ANN method. As a result, they stated that
this model performs better than other known calculation methods with its corre-
lation coefficient (R) and mean square error (MSE) stability. Buyukyildiz and
Kumcu (2017) studied to predict sediment load which gauged at Ispir Bridge
station, Coruh River in Turkey. Choubin et al. (2018), estimated river sediment
using the classification and regression tree (CART) model with machine learn-
ing techniques. Emamgholizadeh and Demneh (2019), compared artificial intel-
ligence models for the estimation of daily suspended sediment of Telar and
Kasilian rivers in Iran. Results showed that ANN and ANFIS models were bet-
ter performance than the other models. Salih et al. (2020), predicted suspended
sediment load in river-based on river discharge information by using newly
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developed data mining models. Among the applied data mining models, the
MS5P model gave the best prediction result. Meshram et al. (2020), were used
radial basis function (RBF), support vector machine (SVM), artificial neural
networks (ANNs), and multiple model (MM)-ANNSs to predict sediment yield.
Results showed that the MM-ANNs model results gave best performance in all
models.

This study aims to investigate the performance of data-driven methods,
including two types of perceptron support vector machines with radial basis
function kernel (SVM-RBF), poly kernel learning algorithms (SVM-PK), adap-
tive neuro-fuzzy (NF), and statistical approaches such as sediment rating curves
(SRC), multi linear regression (MLR) in sediment concentration predictions in
rivers. Furthermore, the LibSVM model, which is one of the new modeling
techniques, was used for sediment estimation in this study.

2. Methods
2.1. Sediment Rating Curve

Conventional sediment rating curve (SRC) shows the connection between the
sediment amount and the streamflow measured in any control section of the
rivers. If Q indicates the streamflow and S indicates the concentration of sedi-
ment, the connection between these two variables;

S=aQ® (1)

where a and b are rating curve constant coefficients. Williams (1978) who ex-
amined the S-Q relationship given in Equation 1, proved that there is no uni-
form relationship. In some rivers, the S-Q relationship is followed by two dif-
ferent values. That is, the amount of sediment at different times in the stream
can be different due to the hydrological causes for the same discharge value. In
many cases, accurate sediments cannot be forecasted and are inadequate using
these curves.

2.2. Multi Linear Regression

Multi linear regression (MLR) is a type of analysis for predicting a dependent
variable, depending on 2 or more independent variables associated with the
dependent variable (Berk, 2004). In MLR analysis, the relationship between
further than one independent variable (i, Xz ... Xn) and a dependent variable (y)
is examined. That is, if the dependent variable “y” is assumed to be impressed
by “n” independent variables such as xi, X2, X3 ... X . If the relationship be-
tween them is assumed to be linear, MLR equation “y” dependent variable can
be expressed as:
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y=a+bix; +byxy +...+ b X, )

When starting the regression analysis, the variables (two or more varia-
bles) to be searched first must be determined, an acceptance must be made then
for the type of equation that shows the relationship between these variables.

2.3. Support Vector Machine

Support vector machine (SVM) is an approach of learning found by Cortes and
Vapnik (1995) for solving the classification and regression problems. It is likely
that classification of variables on a plane by drawing a boundary between them.
The boundary which is drawn between variables must be as far as possible to
each variable. The SVM defines how to draw this boundary between variables
group. SVM studies according to statistical learning theory. A set of training
data [(x1, y1), (x2, ¥2),..... (xn, V)], where “x;” value indicates that the input space
of the sample and has a corresponding target “y;” value. The SVM estimating
function expressed as:

y=K, -Wy)+b 3)

Where the Kernel function is Ky;, b is bias term of SVM network and Wik
is called the Lagrange multipliers that obtain to the significance of the training
data sets for the output data. The network architecture of SVM is given in Fig. 1.

Fig. 1. Network architecture of SVM10 model
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In the SVM model, firstly input data is determined and processing is
started. Then Which Kernel type is decided (In this paper, radial basis function
and polynomial Kernel is used). After decided Kernel type, parameters of kernel
are obtained. Finally, Models trained and applied test results. All this SVM
stage is given in Fig. 2.

The kernel function of non-linear radial basis (Hsu et al. 2003) is:

R
K, =e vIxi-vil y>0 and i=123,.n )

where y is a user-defined parameter. The kernel function of polynomial
(Hsu et al. 2003) is:

Ky =(G.y+c) i=123,.n (5)

where function degree define as d and c is constant parameter. If d = 1, function
became linear condition.

Imput Data

!

Kernel parameters choice

A J

Training of Model

A A

Fig. 2. SVM model stage
2.4. Library SVM

Library SVM (LibSVM) is one of the machine learning algorithms for support
vector classification, regression (Chang & Lin 2002). C-SVC, nu-SVC, epsilon-
SVR, and nu-SVR are the most commonly known LibSVM machine learning
algorithms. It works with multi-class classification.
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The difference between the LibSVM model from the classic SVM mod-
el is that SVM types can be selected. Once the SVM types have been deter-
mined, the processing steps are similar to the conventional SVM. In this model,
nu-SVR SVM type and RBF Kernel type is selected. The RBF kernel portion
was previously explained. Scholkopf et al. (1998) proposed a support vector
classification algorithm called nu-SVR, which was self-adjusting the epsilon
parameter. Nu-SVR provides a parameter that can set and control the number of
support vectors based on the total number of samples in the data set.

2.5. Neuro-Fuzzy

Suitable methods for classical analysis (key curves, linear regression) cannot be
applied successfully in the field of hydrology because hydrological events are
dependent on many variables and have non-linear relationships. In order to ana-
lyze such hydrological events, simple, economical, and easy methods have been
developed. Therefore, more accurate and efficient results can be obtained as the
events are discussed in the perspective of fuzzy. Neuro-fuzzy (NF) is a very effec-
tive logical understanding that can be used for this approach (Unes et al. 2015).

NF was initially represented by Jang (1993). The NF system works as
a learning algorithm created with neural network functional rules. The parame-
ters of neuro-fuzzy systems are obtained by neural network learning algorithms
in fuzzy rule-based systems, and different analysis methods such as Sugeno can
be applied. The NF with Sugeno type works according to "If-Then" rules and
the NF structure uses the Sugeno-Fuzzy rules. It is possible to introduce fuzzy
systems are logical models which is consisted of “If-Then” rules and member-
ship functions. The Sugeno NF system, generated by two rules using three in-
puts, is shown in Fig. 3. Where, w; or w; is obtained by weighted mean of indi-
vidual rule outputs. NF structure is shown in Fig. 4. NF is connected via direc-
tional links and contains several nodes. Every node has a node function that can
be constant or adjustable parameters. During learning process, the fittest param-
eter values are obtained by adjusting training data. NF is a method with the
basic learning rules that want to reduce the total of the squared errors between
the network output data and the real output data.

Sugeno system in the first degree, two fuzzy If / Then rules with a typi-
cal set of rules can be specified as follows (Sayed et al. 2003).
1. Rule: If x is 4;, y is By and z is Cy; then f; = pix+ qy+ riz +s
2. Rule: If x is 45, y is B2 and z is Cy; then 2 = pax+ qoy+ rz +s
where: A;, B;, C; and A, B;, C; are linguistic labels (such as “low”, “medium”
or “high”), f; and f> denote, respectively, output functions of 1. and 2. rule,
{pi, qi, i, s} specified as result parameters.



124 Fatih Unes et al.

Ay B, C; Min or
n Product
3
77777777777777777777 Wi
n
3
””””” w2

Fig. 3. Sugeno type fuzzy model generated by two rules using three inputs

With a Sugeno fuzzy inference system, NF network is generated. Re-
searchers who want more information about NF can be found in Jang (1993).

Qt Tl st—l

Fig. 4. Structure of the Neuro-Fuzzy (NF) system using three inputs
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3. Study area

In this paper, Des Moines County area (Hydrologic Unit No: 18020109) in lo-
wa, United States was selected as the study area for estimating suspended sedi-
ment concentration amount. The Augusta station at the Skunk River has been
studied (USGS Station No: 05474000]). Gage Datum at sea level is about 160 m
(NGVD29, National Geodesy Vertical Datum). The location of the Augusta
station at the Skunk River, which is the right tributary of Mississipi, is shown in
Fig. 5.
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Fig. 5. Augusta station overviews on Skunk River (USGS)

4. Datasets

In this study, 3-year measurement data belonging to the Augusta station were
used. Model performs was investigated by using daily average temperature of
water, real-time streamflow, and sediment concentration data from Augusta Sta-
tion at the Skunk River in the USA. A total of 1095 days of three years (2007-
2009) was used for estimation. Daily mean temperature (Tmean), streamflow (Q)
and sediment concentration (S) values are shown in Fig. 6, respectively.
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Fig. 6. Daily mean water temperature (Tmean), streamflow (Q), and sediment
concentration (S) values for 3 years

5. Model results
5.1. Error analysis

The results of SRC, MLR, SVM-RBF, SVM-PK, LibSVM, and NF results for
the models generated for 3 years data are as follows. For each model, the mean
absolute errors (MAE), the root mean square errors (RMSE), and the correlation
coefficients (R) between the models are also used to assess the performance of
model estimations and observations. The MAE and RMSE were obtained as
follows. The observed values were calculated.

1 N
MAE= N .g‘Yiobserved - Yiestimate‘ (6)
1 N 7
RMSE= Ezl (Yiobserved_Yiestimate) (7
1=

Here, N represents data numbers and Y; sediment concentration data.
The model results of the statistical criteria calculated in the study are given in
Table 1.
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5.2. Model results

In the Sediment Rating Curve (SRC), 3-year data were assessed. The SRC was
drawn by fitting a curve to the flow rate (Q;) and sediment concentration (S;)
data from the station. From the equation expressing this curve, sediment con-
centration data for SRC were obtained by setting the measured flow values at
the gauge station instead of the unknown x value. The SRC for the training data
is shown in Fig. 7.

800
Q (m’ss)

Fig. 7. Sediment Rating Curve (SRC) using train data

The established SRC model using training data is given in Equation 8
and this equation is also applied to the test data. Statistical results (RMSE, MAE
and R) and inputs of SRC model are given in Table 1.

St = 7.4008 x (Q,)*7** (8)

After determining the Sediment Rating Curve, a scatter plot is drawn
for the test data. For the test phase, this scatter plot and distribution graph be-
tween measured values and the SRC results are shown in Fig. 8a.

The correlation coefficient, between measured values and SRC predic-
tion results, R = 0.47 was obtained for the test. The sediment rating curve multi-
plies the observed value by the predicted value of real values. When the distribu-
tion graph for the test data is examined, it is seen that the SRC sediment estimated
values differ than the actual values. According to the SRC results, SRC method
has low R value for the test data and when the distribution graph is examined, it
is seen that the desired estimates cannot be obtained and it is considerably lower
than the station measurement data.
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As for the Multi Linear Regression (MLR 1 to 15), 3-year data were as-
sessed and the results were determined as follows. The mean temperature (Ty),
the lagged time mean temperatures (Twi, Tr2), the streamflow (Qy), the lagged
time stream-flows (Q.1, Qi2), and the lagged time sediment concentrations (S.1,
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Si2, Si-3) at the time “t-17; “t-2”; “t-3” were used as input values for the MLR
model analysis.15 different models (MLR 1 to MLR 15) were used for MLR
model studies. Statistical results (RMSE, MAE and R) and inputs of MLR mod-
el are given in Table 1.

According to Table 1, the best results in the MLR model belong to the
"MLR14" model. The results of the MLR14 model are given below. The equa-
tion of MLR predictions is obtained by using training data in the MLR 14 model
and this equation is also applied to the test data. The equation used in MLR
model estimation is given in Equation 15.

S, =232.21 +3.43Q— 3.08Qu1 — 3.7T + 4.14T,; + 0.27Ter +
+0.7Su1 + 0.058.2 + 0.06S.3 9)

For the 3-year data generated, MLR 14 model was evaluated, and MLR
14 distribution and scatter graphs are shown, Fig. 8b.

In the scatter plot generated during the test phase, the correlation coeffi-
cient was obtained as R = 0.80. MLR1 test data estimations are lower than train-
ing data estimations. The MLR1 estimates in the test phase yield far-reaching
estimates of actual values, although the daily sediment values yield better re-
sults than the SRC values. It has been observed that the MLR 14 prediction val-
ues are smaller than the real sediment observation values in the scatter graphs.

For the SVM-RBF model analysis, as in MLR, the 3-year data are di-
vided into training and test data. 15 different models (SVM-RBF 1 to SVM-
RBF 15) were used for SVM-RBF model studies. Statistical results (RMSE,
MAE, and R) and inputs of the SVM-RBF model are given in Table 1.

According to Table 1, the best results in the SVM-RBF model belong to
the "SVM-RBF 7" model. The results of the SVM-RBF 7 model are given be-
low. For the 3-year data generated, SVM-RBF 7 model was evaluated. Distribu-
tion and scatter graphs of the SVM-RBF 7 model are shown in Fig. 8c.

The correlation coefficient R = 0.75 was obtained for the graph generat-
ed for the test with the SVM-RBF 7 model results. The SVM-RBF 7 estima-
tions at the test phase show better results than SRC model estimation values for
the observed daily real-time sediment concentrations. But the MLR 14 model
gave slightly better prediction results than the SVM-RBF 7.

For the SVM-PK model analysis, as in MLR and SVM-RBF, the 3-year
data are divided into training and test data. 15 different models (SVM-PK 1 to
SVM-PK 15) were used for SVM-PK model studies. Statistical results (RMSE,
MAE, and R) and inputs of these models are given in Table 1.

According to Table 1, the best results in the SVM-PK model belong to
the "SVM-PK 15" model. The results of the SVM-RBF 7 model are given
below. Distribution and scatter graphs of the SVM-PK 15 model are shown in
Fig. 9a. below, respectively.
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In the scatter plot generated during the test phase, the correlation coeffi-
cient was determined as R = 0.83. The SVM-PK 15 estimations at the test phase
show better results than the other models (SRC, MLR 14, SVM-RBF 7) values
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for the observed daily real-time sediment concentrations. The SVM-PK 15
model predictions have close to the actual sediment measurements.

For the LibSVM model analysis, as in MLR; SVM-RBF, and SVM-PK,
the 3-year data are divided into training and test data. 15 different models
(LibSVM 1 to LibSVM 15) were used for LibSVM model studies. Statistical
results (RMSE, MAE and R) and inputs of these models are given in Table 1.

According to Table 1, the best results in the LibSVM model belong to
the "LibSVM 11" model. The results of the LibSVM 11 model are given be-
low. Distribution and scatter graphs of the LibSVM model are shown in Fig. 9b.
below, respectively.

The correlation coefficient R = 0.90 was obtained for the graph generat-
ed for the test with the LibSVM 11 model results. The LibSVM 11 estimations
at the test phase show better results than the other models (SRC, MLR 14,
SVM-RBF 7 and SVM-PK 15) values for the observed daily real-time sediment
concentrations.

In NF analysis, Gaussian parabolic 3x3x4x4x3x4x3 Membership Func-
tions (MFs) and Grid Partition section were analyzed with 300 iterations, as-
suming the output as linear. For the NF model analysis, as in MLR; SVM-RBF,
SVM-PK and LibSVM the 3-year data are divided into training and test data. 15
different models (NF 1 to NF 15) were used for NF model studies. Statistical
results (RMSE, MAE and R) and inputs of these models are given in Table 1.

According to Table 1, the best results in the NF model belong to the
"NF 13" model. The results of the NF 13 model are given below. Distribution
and scatter graphs of the NF 13 model are shown in Fig. 9c. below.

The correlation coefficient R = 0.89 was obtained for the graph generat-
ed for the test with the NF 13 model results. The NF 13 estimations at the test
phase show better results than the other models (SRC, MLR 14, SVM-RBF 7,
and SVM-PK 15) values for the observed daily real-time sediment concentra-
tions. It is seen that NF and LibSVM models have low error rates and a high
correlation when a general evaluation is carried out.

5.3. General evaluation

Sediment amounts from 875-day observations used in the training of the NF
model were also trained for MLR, SVM models as input set. Then, the models
created were applied to the inputs of the test data generated from 220-day ob-
servations. The model results were compared with the measured values. The
correlation coefficient variation of prediction models are given in Fig. 10.
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The model with the best result according to Table 1 is obtained when
RMSE, MAE have the smallest, and R has the largest value. According to
RMSE, MAE, and R, the SRC model (278,77-163,19-0,47) has the lowest suc-
cess rate. The MLR 14 (230,92-103,42-0,80) model performed better than the
SRC model. The SVM-PK 15 (180,72-79,41-0,83) model performed better than
the SRC, MLR 14, and SVM-RBF 7 model. The NF 13 (131,25-73,71-0,89)
and LibSVM 11 (121,38-64,39-0,90) models were found to perform better than
the other classical methods at all estimation performance evaluations.

6. Conclusions

In the present study, the potential of sediment rating curve (SRC), multi linear
regressions (MLR), neuro-fuzzy (NF) and support vector machines with radial
basis function kernel (SVM-RBF), support vector machines with the poly kernel
(SVM-PK), LibSVM for the predicting of daily suspended sediment concentra-
tion is questioned by comparing the results with the observed suspended sedi-
ment concentration. Daily mean temperature, real-time streamflow, sediment
concentration, 3-year data from the Skunk River Augusta station in the US were
used. As a result of this study, it is possible to draw the following conclusions:

For the 3-year data, the best results according to the correlation coeffi-
cient and error analysis criteria were obtained in the neuro-fuzzy and LibSVM
models. But, the LibSVM approach slightly better than the NF model for fore-
casting daily sediment concentrations. The worst estimation results in all criteria
were obtained in the sediment rating curve model.
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The MLR model could not find the desired accuracy in the same ques-
tion due to the nonlinearity of the suspended sediment behavior while explain-
ing empirical relationships.

Support vector machines with poly kernel model has better performance
than SRC, MLR, and SVM RBF models

The neuro-fuzzy and LibSVM models whose inputs are the air tempera-
ture, streamflow, lagged time stream-flows and suspended sediment concentra-
tions performed the best among the input combinations tried in this paper. This
indicates that all these variables are needed for better suspended sediment
modeling.

As a result, it is demonstrated in this paper that the neuro-fuzzy and
LibSVM models can be an applicable and alternative method for suspended
sediment prediction in future studies.

The hydrological data in this study were obtained from the USGS.
The researchers would like to thank the USGS technical team,
the USGS staff involved in measuring and transmitting hydrological data.
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Abstract: The sector of transport, on the one hand, contributes to the socio-
economic development; on the other hand, it is the source of multiple external
effects with a significant and adverse impact on the society and economy. In spite
of many years' experiences in the study of external costs of transport, there are
still large discrepancies in research approaches and methods. This article reviewed
available studies in the scope of the estimation of external costs in transport and
presented own estimations of the level of costs of climate change and air pollution
generated by road freight transport in Poland. The estimation of external costs was
conducted based on a method developed by Martinio et al. The obtained results of
the study confirm the significant adverse effect of road freight transport on the
environment. The results may be useful in the selection of appropriate transport
policy instruments.

Keywords: road freight transport, external costs, costs of climate change,
air pollution

1. Introduction

Problems connected with the protection of the natural environment against the
harmful impact of the economic activity carried out by humans is one of the most
significant challenges of today. These issues pertain to the exploitation of natural
resources, pollution of the environment, climate change, destruction of natural
habitats of numerous plant and animal species, as well as risks to entire ecosys-
tems (Radim et al. 2019). These changes also result in increasing threat to the
safety of people, their well-being and health (Pawtowska 2018).

Already in 1990s, transport was recognised as one of the most cumber-
some sectors of human activity. Unfortunately, this tendency continues. In the
aspect of transport, on top of risks connected with disturbing the balance in
ecosystems, there are also the issues of transport accidents and related material
and human losses (Pawlowska 2017). In terms of policies, the problems men-
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BY SA Attribution 4.0 International License (CC BY-SA)
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tioned above have been addressed through the concept of sustainability, which
is present in most of the programming documents of the European Union, both
on the level of the entire economy of the group and in sectoral programmes. The
concept of sustainability of transport is a response to the failures of the transport
policy of the second half of the 20th century. Unsustainable transport causes
pollution of the natural environment, absorbs enormous amounts of energy, and
the increase of investments in this sphere does not cause the expected improve-
ment of the quality of provided services (Baran & Gorecka 2019, Jacyna et al.
2018). The aim of this article is to review available studies in the scope of esti-
mation of external costs in transport and to present the results of own estima-
tions of the level of costs of the climate change and air pollution generated by
road freight transport in Poland. The obtained results of the research may be
useful in the selection of appropriate transport policy instruments.

2. Literature review

In Poland, transport is a very important sector of economy, which is demon-
strated e.g. by its 7.8% share in the GDP (Quarterly national accounts..., GUS
2020). The development of the transport sector is very closely connected with
the process of socio-economic development on a feed-back basis. Transport
connects markets, allows production to be increased, activates regions surround-
ing its infrastructure (Kozlak 2012). Transport is also the source of many major
external effects that are negative for the society and the economy, resulting in
significant social costs. The external effects of transport refer to a situation in
which the user of transport does not pay all the costs connected with the
transport process (including environmental costs, costs of congestion or road
accidents) or does not receive full benefits connected with them (EC 1995).
Most of all, transport uses vast areas for the development of transport
infrastructure, both non-linear and linear one, as well as seriously pollutes the
atmospheric air, water and soil. Furthermore, transport activity distorts the natu-
ral terrain and landscape, leading to defragmentation of the ecosystem; it dam-
ages the structure of the bedrock, destroys plants and threatens animals.
Transport has an adverse effect on human organisms by causing risks to their
health and life. Generally, we can differentiate four areas in transport in which
external effects occur (Rothengater 2000, Gotgbiowski et al. 2020 ). Firstly, the
expansion of infrastructure may lead to both positive and negative external ef-
fects, which are not taken into account in market transactions. Secondly, users
within the transport sector can affect each other, leading to unintended interac-
tions rendering the sector ineffective. Thirdly, the financial structure of pay-
ments for the use of the infrastructure may prove falsified due to the unjust divi-
sion of financial flows, i.e. tax-payers pay much more than the value of public
services resulting from the functioning of the infrastructure, while private users
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pay less than the actual costs of using the infrastructure. The fourth area pertains
to the fact that the activity carried out on or thanks to the transport infrastructure
affects third parties from outside the transport sector, e.g. through noise, acci-
dents, air pollution (Pawlowska 2018).

Apart from the above-mentioned categories, also significant are the
costs of up- and downstream processes. This group of costs includes the costs of
air pollution and climate change generated by the production of electricity and
fuels for transport, costs of emissions connected with the production and
maintenance of means of transport and transport infrastructure, and costs of
managing waste generated by the transport activity (Burdzik et al. 2014).

Since the start of 1990s, the estimation and internalisation of external
costs of transport have been important subjects of studies. In recent years, many
studies under numerous research projects — both on a EU level and the level of
individual EU countries — have been conducted with an aim to develop the
methods of estimation of the external costs of transport. Table 1 presents
a summary of major studies focusing on the costs of climate change and air

pollution generated as a result of the activity of various branches of transport.

Table 1. Summary of studies and research in the scope of external costs of air pollution
and climate change generated by transport

Year Institution conducting Branch Scope Climate Air.
the works/Authors of transport of research | change pollution
2018 | UBA road Germany + +
2016 | CE Delft transport EU 28 + +
2015 | Petruccelli U. road, railway [Cj}l:;r;t:g; + +
Ricardo-AEA all EU +
2014 | Mindur L. et al. road, railway Poland +
Huderek-Glapska S. all EU +
Trela M. road Poland +
2012 | Polinski J. road, railway Poland + +
Becker J. et al. road UE 27 +
European Commission all EU + +
2011 HEIMTSA road, railway EU +
Frauhafer, Dol 151 a B ' '
Martinio A. et al. all EU + +
2010 | NERI road EU +
Victoria Transport Policy Institute road EU + +
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Table 1. cont.

Year Institution conducting Branch Scope Climate Air
the works/Authors of transport of research change pollution
CE Delft IMPACT) all EU + +
CE Delft (OECD) all EU + +
2008 | Fondazione Eni Enrico Mattei road, rallyvay, Ttaly + +
sea, air
Leeds University (GREACE) all UE 25 + +
LEBER/INFRAS road, railway Basque + +
Country
2005 WHO all EU +
Bickel P. et al. (HEATCO) road, railway UE 25 +
2004 Van Essen H.P. et al. road, railway, air UE 15 +
CE Delft all Netherlands + +
EU 15,
2004/ INFRAS/TWW all Norway, + +
2000 .
Switzerland
EU 15,
2002 | Leeds University (UNITE) road, urban rail, Hungary, + +
water, air Estonia,
Switzerland
Weinreich S. et al. (RECORDIT) all 3 European + +
corridors
COWI road, railway Estonia + +
2001 | Leeds University (CAPRI) road, railway, air EU + +
Boiteux Report road, railway France + +
CommlsS}qn of the European all EU . .
Communities
Nash C. et al. (PETS) road, railway, air EU + +
INFRAS/TWW all EU + +
Experts assuming advisory roles
2000 | of the High Level Group for . +
charging for the transport infra- road, railway EU
structure
KBN road, railway Poland
Sansom T. et al. (ITS) road, railway UK
1998 EU 15,
ECTM road, railway Norway, + +
Switzerland
1992 European Commission all EU + +
European Commission all EU + +

Source: Zych-Lewandowska et al. 2020

3. Aim, materials and methods

The aim of the article was to estimate the level of costs of climate change and
air pollution generated by road freight transport in Poland, using the method
proposed by Martinio et al. (2009). It has been found that the method of Mar-
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tinio et al. (2009) is the most appropriate approach to the estimation of external
effects, standing out against the previously published proposals (cf. Table 1).
This document was ordered by the EU Committee on Transport and developed
by TRT Transporti e Territorio, a company specialising in research projects in
the scope of economics and transport, including: planning, modelling, quantita-
tive analyses and economic evaluation of transport. The work of Martinio et al.
(2009) summarises research available at the time in the scope of the analysis of
external costs of transport and, additionally, the manual IMPACT (Maibach et
al. 2008) and the transport package of the European Commission (Green
Transport Package 2008).

The basic assumption of the applied method of Martinio et al. (2009) is
the division of external costs into six groups: accidents, climate change, air pol-
lution, noise, congestion, other (Table 2). In terms of research, this article fo-
cuses on an analysis of external costs connected with the environment, i.e. costs
of air pollution and climate change generated by road freight transport.

The research facility was selected on purpose. The research concerned
the sector of road freight transport. The choice was affected by the fact that road
transport in Poland in 2018 performed 85.5% of the total shipping work. The
research covered the period 2005-2016. The scope of research started in 2005
due to Poland's accession to the European Union and the necessity for state
agencies to collect statistical data necessary for conducting this research. The
source material for the study was data from Statistics Poland and the National
Emissions Balancing and Management Centre.

Table 2. Division of external effects into groups in line with the recommendations
of the EU Committee on Transport

External Cost components Basic factors influence on cost
effect
— material losses, — kind/characteristics/maintenance of vehicles,
— administrative costs, — speed of vehicles,
— medical costs, — traffic,
accidents | — production losses, — time of day,
— risk value, — weather conditions,
— deployment of infrastructure, its technology and
maintenance,
— costs of human health, — population density and settlement density,
air — costs of material losses, — density of receptors close to emission sources,
pollution | — crop losses, — sensitivity of the area,
— level of emissions,




Environmental Costs Generated by Road Freight Transport... 143

Table 2. cont.

External Cost components Basic factors influence on cost
effect
— costs of prevention — kind of vehicle and its equipment,
aimed at reducing the — speed,
climate risk _ — driving style, '
change of climate change, — fuel consumption and carbon content
— costs of losses caused in the fuel,
by the increase
of temperature,
congestion: congestion:
— costs of time, — kind of infrastructure,
— operational costs, — traffic intensity and capacity depending most
deficiency: of all on the time of day, place, accidents
congestion | — costs of delays, and the kind of structure of the infrastructure,
— costs of lost deficiency:
opportunities, — kind of infrastructure,
— level of traffic and capacity depending most
of all on the time of day and place,
— nuisance, — time of day,
noise — medical costs, — density of receptors close to emission sources,
— existing noise levels,

Source: Martinio et al. 2009

4. Research results

According to Martinio et al. (2009), climate change, also referred to as the glob-
al warming, means “a change in the concentration of greenhouse gases causing
a gradual warming at the surface of the Earth, mainly due to human activity.”
According to the study, the costs of climate change include: costs of losses in
agricultural production, changes in the availability of water resources and the
rise in the sea level, health effects, increase in transport emissions, and costs of
coal use.

According to Maibach et al. (2008), the level of external costs of cli-
mate change is proportional to the volume of freight and fuel consumption, and
is estimated based on the amount of CO, emissions. These emissions depend
on: the type of vehicle and its equipment, characteristics of emissions depending
on the speed of the vehicle, driving style, fuel consumption and type of vehicle.

In the EU countries, transport accounted for 33.4% of CO, emission
(Statistical Pocketbook 2020). Aside from the listed variables affecting this
value, it can be concluded that it also depends on the location. According to
Gradziuk and Gradziuk (2016), in the territory of the analysed rural municipali-
ties, transport accounted for 47% of CO; emission, i.e. much more than the
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European average, as the location where transport takes place has a direct effect
on the above-listed properties, most of all on the driving style.

Martinio et al. (2009) presented suitable indicators for the estimation of
the external costs of climate change caused by heavy goods vehicles transport-
ing freight (Table 3). As part of the research, the external costs of climate
change caused by road transport were estimated. Data from Table 4 was used,
which included the volume of freights in consecutive years, which was then
multiplied by appropriate indicators from Table 3. Calculation results are pre-
sented in Table 5. Due to the availability of data, the costs were aggregated to
average values by dividing them into freight areas.

The costs of climate change in Poland caused by road freight transport,
after an initial growing trend in 2008-2011, levelled off at the about PLN 2.5 bn
a year (Table 5). These costs varied depending on the place of carriage, i.e.
whether within a city, outside a city or on a motorway. In the studied period, the
average cost of climate change caused by road transport on motorways was
PLN 170 m, and was the lowest in comparison with other roads; its growth dy-
namics, however, was the largest. The highest costs were caused by inter-city
transport, conducted not on motorways but on other roads, which were used for
transporting the most goods. The level of costs of climate change on other roads
reached on average PLN 1.5 bn annually. This was mainly caused by the lack of
an appropriate number of express roads. Furthermore, the external cost of one
vehicle-kilometre is higher on other roads than on motorways due to, e.g. a dif-
ferent driving mode (fewer instances of slowing down, accelerating and stop-
ping at junctions, etc.), but also a closer proximity of human settlements, which
can be directly affected by air pollution. In urban areas in Poland, the level of
generated external costs of climate change can be deemed average compared
with other analysed areas (it amounted to about PLN 750 m).

Air pollution is mostly made up of the emission of: nitric oxides, non-
methane volatile organic compounds (NMVOCs), sulphur dioxides as well as
PM, s and PMj, particulate matter. Other pollutants include: carbon monoxide,
ammonia, heavy metals (cadmium, mercury, lead, arsenic, chromium, zinc,
copper, nickel), persistent organic pollutants (POP: dioxins, furans and poly-
chlorinated biphenyls, hexachlorobenzene, benzo(a)pyrene and polycyclic aro-
matic hydrocarbon (PAH)), as well as total dust (TSP, which also contains
PM, s and PMyo) and carbon black dust. A detailed analysis in the case of road
transport focused on the first group of compounds considered by Martinio et al.
(2009) as the most significant one.

The main factors affecting the emission of pollutants by transport in-
clude: fuel composition, engine characteristics and maintenance, kind and basic
characteristics of the vehicle, distribution of transport infrastructure, speed,
congestion. The basis for the analysis of the external costs of air pollution by
road transport were the multipliers recommended by the EU (Table 6).
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Table 3. Indicators for the estimation of the external costs of CO, emissions for heavy
goods vehicles in road transport divided into transport areas, mass of the vehicle and
fulfilled fuel consumption standard

Mass of EURO Value of indicators by area [euro cent/ vehicle-kilometre]
vehicle standard metropolitan city inter-city motorways | average
EURO 0 1.3 1.3 1.2 1.2 1.2
EURO 1 1.1 1.1 1.0 1.0 1.0
EURO 2 1.1 1.1 1.0 1.0 1.0
<75t
EURO 3 1.1 1.1 1.1 1.1 1.1
EURO 4 1.1 1.1 1.0 1.0 1.0
EURO 5 1.1 1.1 1.0 1.0 1.0
EURO 0 2.0 2.0 1.8 1.7 1.7
EURO 1 1.8 1.7 1.6 1.5 1.5
7516 EURO 2 1.7 1.7 1.5 1.4 1.5
EURO 3 1.8 1.8 1.6 1.5 1.5
EURO 4 1.6 1.6 1.5 1.4 1.4
EURO 5 1.7 1.7 1.5 1.4 1.4
EURO 0 2.0 2.0 1.8 1.7 1.7
EURO 1 1.8 1.8 1.6 1.5 1.5
1632 ¢ EURO 2 1.7 1.7 L.5 1.4 1.4
EURO 3 1.8 1.8 1.6 1.5 1.5
EURO 4 1.6 1.6 L.5 1.4 1.4
EURO 5 1.7 1.7 1.5 1.4 1.4
EURO 0 2.9 2.9 2.5 2.3 2.3
EURO 1 2.6 2.6 2.2 2.0 2.0
EURO 2 2.5 2.5 2.2 2.0 2.0
>32t
EURO 3 2.6 2.6 2.2 2.0 2.0
EURO 4 2.4 2.4 2.1 1.9 1.9
EURO 5 2.5 2.4 2.1 1.9 1.9

Source: Maibach et al. 2008

Table 4. Traffic in freight transport in Poland in the years 2008-2015

Type of Level of road freight traffic in years [millions of vehicle-kilometres]

road 2008 2009 2010 2011 2012 2013 2014 2015

Motorways | 1,577 | 2,320 2,765 2,917 2,892 2,962 2,982% 2,986*

City roads 8,639 8,671 9,761 10,215 | 10,090 10,269 10,524 1,010

Other roads | 19,527 | 18,832 | 21,112 | 22,067 | 21,760 | 22,115 | 21,999* | 21,763*

* Data estimated based on data from Statistics Poland from corresponding years.
Source: own study based on data from Statistics Poland
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Table 5. External costs of climate change caused by road freight transport in Poland
in 2008-2015 divided into areas of transport

Type of External costs of climate change (PLN m) in given years: 2))(’)%*;%?;

road 2008 2009 2010 2011 2012 2013 2014 2015 (%)

Motor-

103 151 181 190 188 193 194 194 128
ways
City

673 676 | 761 79 | 786 800 | 820 | 843 124
roads
Other 1 354 | 1305 | 1463 | 1,530 | 1.508 | 1.533 | 1,525 | 1.509 115
roads

Total | 2,130 | 2,132 | 2,405 | 2,516 | 2,482 | 2,526 | 2,539 | 2,546 119

Source: own study

Table 6. Values recommended for the estimation of the costs of air pollution caused
by transport

Specificatior] Values of indicators for pollutants [EUR/tonne]

Pollutant | NOx | NMVOCs | SO2 PMys PMio

Urban
area

Urban
area

Context | N/A N/A N/A

Metropolitan
area
Non-built
up area
Metropolitan
area
Non-built
up area

Multiplier | 3,900 600 5,600 | 174,500 | 56,000 | 52,400 | 69,800 | 22,400 | 20,900

Source: Martinio et al. 2009

The estimation of the level of the external costs of pollution in transport
in Poland used the data of the National Centre for Emissions Management
(KOBiZE), which concerned the amounts of emission of compounds broken
into individual branches of economy. The amounts of pollution emitted by road
freight transport in consecutive years and the external costs of this emission are
presented in Table 7 and 8.

Total emissions of road freight transport in 2016, respectively: NOx:
about 150 k tonnes; NMVOCs: about 12 k tonnes; PM;s and PM,o: about 5 k
tonnes; SOx: about 0.12 tonnes (Table 7). Road transport is an insignificant
emitter of sulphur oxide, because the combustion of diesel and petrol fuel pro-
duce only trace amounts of sulphur. The conducted analyses confirm the down-
ward trend in the emission of pollutants in road transport in the years 2005-
2016, both in terms of volume and generated external costs. However, in 2016
there was a noticeable increase in the emission of the compounds in question.
According to the National Centre for Emissions Management, it resulted from
an increased amount of fuel consumed by road transport.
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Table 7. Emissions of SOy, NOx, NMVOCs, PM, s and PM ) caused by road freight
transport in 2005-2016 in Poland

Emission of a compound in given years [tonnes]

Year NOx NMVOCs SO, PM2s PM1o
2005 146,315.68 18,134.81 0.10 6,399.46 6,399.46
2006 162,252.54 20,548.24 0.10 7,225.93 7,225.93
2007 178,109.03 20,477.62 0.11 7,663.32 7,663.32
2008 168,503.95 17,969.19 0.11 6,830.44 6,830.44
2009 172,530.34 18,417.27 0.12 7,023.98 7,023.98
2010 168,313.28 15,629.97 0.12 6,237.34 6,237.34
2011 169,146.54 14,715.14 0.12 5,987.20 5,987.20
2012 155,500.96 13,774.20 0.11 5,480.27 5,480.27
2013 133,487.70 11,886.67 0.10 4,541.05 4,541.05
2014 131,159.97 11,077.65 0.10 4,305.54 4,305.54
2015 126,585.68 10,237.45 0.11 3,982.07 3,982.07
2016 148,022.24 11,692.65 0.12 4,669.48 4,669.48
?gfg‘%@ 101% 64% 120% 73% 73%

Source: own study based on KOBiZE

Table 8. External costs of the emission of compounds by road freight transport
in 2005-2016 (PLN m)

External costs of the emission of compounds

Unit costs

Year by road freight transport (PLN m) PLN/ tkm
NO. |NMVOCs| SO PMas PMio Total
2005 | 2,459.42 | 46.90 038 | 2,600.95 | 1,039.83 | 6,147.10 0.051
2006 | 2,727.30 | 53.14 035 | 2,936.86 | 1,174.12 | 6,891.42 0.050
2007 | 2,993.83 | 52.96 035 | 3,114.62 | 1,245.19 | 7,406.61 0.046
2008 | 2,832.38 | 46.47 030 | 2,776.12 | 1,109.86 | 6,764.83 0.039
2009 | 2,900.06 | 47.63 029 | 2,854.78 | 1,141.31 | 6,943.78 0.036
2010 | 2,829.18 | 40.42 027 | 2,535.06 | 1,013.49 | 6,418.15 0.030
2011 2,843.18 | 38.05 028 | 243340 | 972.84 | 6,287.48 0.028
2012 | 2,613.82 | 35.62 026 | 2,227.36 | 890.47 | 5,767.28 0.025
2013 | 2,243.79 | 30.74 024 | 1,845.63 | 737.86 | 4,858.03 0.019
2014 | 2,204.67 | 28.65 021 1,749.91 | 699.59 | 4,682.82 0.018
2015 | 2,127.78 | 26.47 020 | 1,618.45 | 647.03 | 4,419.74 0.016
2016 | 2,488.11 | 30.24 020 | 1,897.83 | 758.73 | 5,174.91 0.017
?gfg‘%f)ss 101% 64% 53% 73% 73% 84% 33%

Source: own study
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A significant element of the analysis is the estimation of not only total
emissions, but also unit emissions, i.e. expressed as tonne-kilometres, because
only such approach presents the real level of the impact of road transport on the
environment and allows it to be compared with other branches. Unit external
costs of air pollution generated by road freight transport decreased year after
year (Table 8). This trend continued, even though the volumes of freight in Po-
land increased each year. It may mean that the quality of the means of transport
improved. In the case of road transport, it would be a constantly increasing
share of newer vehicles, meeting the more and more restrictive engine stand-
ards. However, an analysis of the age of heavy goods vehicles does not confirm
that, instead pointing to the ageing of the HGV fleet (Statistics Poland 2016).
Therefore, the decrease of emissions in road transport must have been caused not
by changes in the fleet of vehicles, but rather in the infrastructure. The increase of
the length of express roads and motorways in Poland in the period from 2005 to
2016 was significant (motorways from 552 km to 1,637 km — increase by almost
300%; express roads from 258 km to 1,534 km — increase by almost 600%).
Since the level of fuel consumption — and, consequently, the emission of pollu-
tants — is directly affected by the traffic flow, then the expansion of the network
of express roads could have been the cause of the decrease in the unit emissions
of pollutants in road transport.

5. Conclusions

The achievement of sustainable transport development appears as the main pri-
ority of the transport policy in today's world. The EU has caused the develop-
ment of specific methodological assumptions in the scope of the estimation of
the external costs of transport, which may support further steps of internalisa-
tion of external costs and reform of transport charges. However, it is not possi-
ble to precisely identify the structure of the external costs of transport and to
estimate their values as a function of time, because, on the one hand, the esti-
mates of the external costs of transport entail a large error margin, and on the
other hand there is a lack of access to required data which could be used for
estimation. However, some methods of estimation of these costs can deliver
estimated values of costs. In Poland, there are few publications and studies of
the full estimate of the external costs of transport. In consideration of the above,
and assuming that the analysis of external costs may become a significant ele-
ment of transport costs, and, consequently, of logistics in the areas of deliveries,
production and distribution, this article presented an estimation of external envi-
ronmental costs of road freight transport.

Road transport accounts significant percentage of total emissions of
harmful compounds. The results of the conducted studies, when compared to
the previous research of the authors (Zych-Lewandowska et al. 2020, Zych-
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Lewandowska 2020), demonstrate that, in terms of the emissions of SOy, NOx,
NMVOCs, PM; s and PM, road transport is in a much worse position than rail
transport. This means that rail transport has a decisively less adverse effect on
human health and natural environment than road transport.

In order to reduce the adverse external effects of road transport, various
actions are undertaken. For the purpose of reducing the emission of harmful
gases and particulate matter, exhaust emission standards (EURO) are introduced
for new vehicles sold in the European Union (Merkisz et al. 2012). Further-
more, the automotive market presents new technologies for powering vehicles
with alternative fuels, which have a smaller impact on the environment. Electric
vehicles are introduced as well. Currently, they are not a popular choice due to
their limited performance, range, charging time and, most of all, high costs of
production of such cars as well as the necessity to adjust the infrastructure to
them. However, the BEV (Battery Electric Vehicle) technology is the most dis-
cussed concept, which gives hope for the reduction of emissions of harmful
pollutants to the environment.

The prevailing unfavourable branch structure of shipping, which is de-
cisively dominated by road transport with its still growing share in shipping,
impedes the achievement of the desired effects of actions taken. In addition, the
continuing growing trends in the transport of passengers and goods result in the
effects of actions taken being largely countered by the increased carriage work
of both the goods and passenger transport.
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Abstract: Agriculture, mainly biogenic compounds (nitrogen and phosphorus)
and plant protection products are one of the sources of environmental pollution.
The sources of pollution are both farm buildings and intensively used agricultural
land. Therefore, a crucial element of the environment contributing to the
improvement of surface water quality are the aforementioned shallow reservoirs
covered by vegetation that act as biofiltres or reservoirs such as dammed
reservoirs. The analysed reservoir is located in the Greater Poland Province, about
25 km to the north from Poznan, in Murowana Goslina commune. The research
on the analysed reservoir was conducted during the growing seasons, from 2016
to 2018, at three measurement and control points: at the Przeb¢edowo reservoir
inflow, it the Przebgdowo reservoir and at the Przebgdowo reservoir outflow.
They included determining 4 groups of physico-chemical indicators supporting
biological elements, including indicators characterising aerobic conditions,
salinity, acidification (pH) and indicators characterising biogenic conditions.
Based on the conducted research, a great influence of the reservoir was proven,
especially in the context of the concentration of dissolved oxygen at the outflow,
where, concerning this indicator, the reservoir was classified as water quality class
I. The presented research results also confirmed that in the context of the
complexity of hydrological and physico-chemical processes taking place in
dammed reservoirs, it is necessary to continuously control them both in terms of
water quantity and quality.
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1. Introduction

Changes in the quality of surface water of a catchment are particularly visible in
small water reservoirs. The factors that influence the size of the biogenic com-
pounds and their migration in surface water are the development of the catch-
ment, the size and depression of the land, the type and degree of vegetation
cover, population density, sanitation infrastructure, level and method of fertili-
sation, livestock density and others (Giercuszkiewicz-Bajtlik 1990, Ilnicki
2002). Concerning the functions of reservoirs, there are also two vital aspects,
from which conflicting purposes of its use emerges. On the one hand, reservoirs
are an important element of industrial infrastructure and indispensable source of
water for cities and settlements but, on the other hand, because of their impact
on the environment, they are also a vital element of the ecosystem (Wicher
2004). However, reservoirs which have a dam (dammed reservoirs), apart from
their basic functions, also improve the purity of surface water. After damming,
sedimentation and retention of up to 90% of mineral and organic particles that
are in the water flowing into a reservoir occurs. Nonetheless, one cannot une-
quivocally determine whether reservoirs improve or deteriorate the water quali-
ty as these issues are very complex (Wiatkowski et al. 2010).

Agriculture, mainly biogenic compounds (nitrogen and phosphorus) and
plant protection products are one of the sources of environmental pollution. The
sources of pollution are both farm buildings and intensively used agricultural
land (Saunders et al. 2001, Elser et al. 2007, Chislock et al. 2013). Chemical
compounds from applied mineral fertilisers and plant protection products, leak-
ing septic tanks and sewage systems are washed away by rain and directed to
surface waters. Reduction of the amount of these pollutions can be achieved by
suitable management of agriculture, building a treatment plant. However, even
with such management, some of the compounds that get into the soil during
fertilisation will always be washed away by precipitation water and will enter
surface waters. Therefore, a crucial element of the environment contributing to
the improvement of surface water quality are the aforementioned shallow reser-
voirs covered by vegetation that act as biofiltres or reservoirs such as dammed
reservoirs. According to Galicka et al. (2007) dammed reservoirs can periodi-
cally retain up to 90% of the total amount of matter flowing into them. Wiat-
kowski (2008, 2010) states that after flowing of the water of the Prosna river
through the Psuréw reservoir, one could spot a significant reduction of phosphates
(by 21%), nitrates (V) (by 26%), nitrates (III) (by 9%) and ammonia (by 5%).

The influence of a dammed reservoir on water quality in the rivers lo-
cated below it depends on the amount of stored water and the flow as well as on
the time of water retention and the location of the reservoir (on the water-course
or as a side-reservoir). Reservoirs with a long time of retention of water are
"trap" for the river nutrient material such as phosphorus and nitrogen and limit
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the amount of mineral suspensions. Depending on the depth and location of
discharge, reservoirs can lower the water temperature in summer (deep reser-
voirs with a long time of water retention, in which stratification occurs and wa-
ter discharge is below the thermocline) or raise it (shallow reservoirs with
a long time of water retention). Water leaving deep reservoirs with a discharge
below the thermocline on a short section below the dam has a low oxygen con-
centration. Some dammed reservoirs retain the water of poor quality (with
a high content of phosphorus and nitrogen compounds) and introduce biological
contaminants, namely large amount of phytoplankton into the river below, caus-
ing the algal bloom. The phenomenon caused by the algal bloom of water oc-
curs in small and medium rivers with shallow reservoirs with a long time of
retention.

Storage reservoirs in Poland are located mainly in catchments that are
characterised by agricultural use, mostly in the lower or middle course of the
river. Certainly, this is related to the problems with their functioning and exploi-
tation. Such reservoirs are exposed to excessive accumulation of biogenic com-
pounds, mainly organic and inorganic nitrogen and phosphorus compounds (as
it was mentioned earlier). The result is the deterioration of the quality of the
stored water and eutrophication (Przybyla et al. 2014).

The aim of this study was to assess the impact of Przebedowo reservoir
on the water quality of the Trojanka river in the first years of its functioning.

2. Materials and methods

The analysed reservoir is located in the Greater Poland Province, about 25 km
to the north from Poznan, in Murowana Goslina commune (Fig. 1). According
to natural regions of Poland based on physical geography (Kondracki 2000), the
area of research, characterised by the early post-glacial landscape, is located in
the Greater Poland Lakeland (Polish: Pojezierze Wielkopolskie) in the area of
the Poznan Warta Gorge (Polish: Poznanski Przelom Warty) (315.52). The dis-
cussed catchment area of about 100 is covered mainly by forests, and to a less-
er extent, arable lands in the area adjacent to the reservoir. The structure of land
use according to Corine Land Cover 2018.

The Przebedowo reservoir was constructed in the valley of the Trojanka
river at km 6+915-8+371 of its course, by the Provincial Management of Drain-
age, Irrigation and Infrastructure in Poznan and commissioned in November
2014. The reservoir is 1450 meters long and 120 meters wide. The front dam is
class IV and is 334 meters long. It should be noted that the Trojanka river acts
as a local wildlife corridor for a river system. The river is vital for the connec-
tion of the area of Puszcza Zielonka Landscape Park (established in 1994) Spe-
cial Area of Conservation Natura 2000 "Uroczyska Puszczy Zielonki" and the
Warta river to which it flows. Due to this fact, the reservoirs maintain connec-
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tions between area of the Trojanka river above the damming and the Warta river
valley. The main task of the reservoir is to store water for agricultural purposes,
as well as to improve ambient and water conditions on adjacent agricultural land
and to protect the area below the dam and area adjacent to the reservoirs from
flooding and fire. 13 meters wide ecological buffer zone (biogeochemical barri-
er) was established around the reservoir and it serves as a transition zone be-
tween the reservoirs and the agricultural land in order to limit the flow of bio-
genic compounds (nitrogen, phosphorus) and plant protection products from the
adjacent areas.

Legend
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Fig. 1. Location of the Przebedowo Reservoir with water sampling points (P1 — inflow,
P2 —reservoir, P3 — outflow) and use of the catchment area

The research on the analysed reservoir was conducted during the grow-
ing seasons, from 2016 to 2018, at three measurement and control points: at the
Przebedowo reservoir inflow (Trojanka river), it the Przebgdowo reservoir and
at the Przebedowo reservoir outflow (Trojanka river). The tests of water sam-
ples were collected once a month and carried out in the laboratory of the Insti-
tute of Land Improvement, Environmental Development and Geodesy of the
Poznan University of Life Sciences. They included determining 4 groups of
physico-chemical indicators supporting biological elements, including indica-
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tors characterising aerobic conditions (dissolved oxygen content and biochemi-
cal oxygen demand s), salinity indicators (calcium, magnesium, sulfates and
electrolytic conductivity), acidification (pH) and indicators characterising bio-
genic conditions (ammoniacal nitrogen, nitrate nitrogen (V) nitrate nitrogen (I1I)
and phosphate (V)) in accordance with applicable standards.

Fig. 2. 13 meters wide ecological buffer zone (biogeochemical barrier)

Statistical inference about the significance of the differences in the val-
ues of indicators between the measurement and control points was carried out
with the non-parametric Mann-Whitney U test at the significance level o = 0.05.
This test was chosen due to the lack of normal distribution of most of the ana-
lyzed indicators.

The analysis of the ecological status of Trojanka river was carried out in
accordance with the Regulation of the Ministry of Marine Economy and Inland
Navigation of 11 October 2019 (hereinafter referred to as "the Regulation") on
the classification of the ecological status, ecological potential and chemical
status, method of classifying the status of a body of surface water, as well as
environmental quality standards for priority substances. The ecological status
was determined by characterising surface water quality for the abiotic 17 type
(lowland sandy river) of a body of surface water, which is the Trojanka river,
taking into account the physicochemical elements included in the Regulation.
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3. Results and discussion

Analysing the indicators characterising the aerobic conditions, namely the con-
centration of dissolved oxygen, one can conclude that the average values of this
indicator in the discussed vegetation periods of the analysed extent of time, at
the inflow of the Przebgdowo reservoir and in the reservoir itself were 6.37 and
6.64 g-dm™ respectively, and are lower than the requirements of the Regulation
for water quality class II, for which the limit value is set at 6.80 mg-dm™. How-
ever, at the outflow of the reservoir, the average content of oxygen dissolved in
water was 7.57 mg-dm™ and exceeded the limit for class II. The water flowing
out from the reservoirs can be classified as water quality class I regarding dis-
solved oxygen concentration (Fig. 3). Nonetheless, the extreme values of the
discussed indicator were: min. — 4.0 mg-dm~, and max — 12.8 mg-dm™ respec-
tively. The analysis of the water in the reservoir shows their good oxygenation.
Slightly different results were obtained by Bogdal et al. (2015) at the
Goczatkowice reservoir, where the average values of dissolved oxygen concentra-
tion at the outflow were lower than at the inflow (inflow — 9.51 mg-dm™; outflow
— 8.46 mg-dm™). According to these authors, such results were due to the bloom-
ing of cyanobacteria.

16
14

10 class II-V

£
=
% ~ 8
5 S I
-8 o0
=) e classt E 6
s 6 a
g
L S 4
Qo 4 -] class I
=] class II-V
2 2
L class I
0 T T ) 0 - - -
P1 P2 P3 P1 P2 P3

Fig. 3. The content of dissolved oxygen and biochemical oxygen demand s
in the Trojanka river and the Przebgdowo reservoir on the three measurement points,
during the growing seasons 2016-2018 (average values of indicators)

The analysis of the second indicator characterising aerobic conditions,
which is BODs, allowed to determine that in the discussed period its values at
the inflow ranged from 0.4 to 6.01 mg-dm™, and the average was 2.96 mg-dm>,
which classifies it as the water quality class 1. 2). The quality of waters below
the reservoir deteriorated, the value of BODs ranged from 0.4 to 12.4 mg-dm,
and the average was 3.86 mg-dm™, which, concerning the analysed growing
seasons, would classify it as the water quality class II. Similar values were ob-
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tained by J. Kanclerz et al. (2014) on the Stare Miasto reservoir. There, the wa-
ters on the inflow were also classified according to BODs, as water quality class
I, while after flowing through the reservoir, the water quality deteriorated and
was also classified as water quality class II.

In general, one can state that the load of organic matter in the Trojanka
river and the analysed reservoir that influence oxygen consumption in the self-
purification process was irregular.

The results of research conducted in the laboratory and its analysis
proved that waters at all three measure points (P1, P2, P3) had a slightly alka-
line pH, with the average of P1 = 8.48; P2 = 8.59; P3 = 8.52 respectively, which
classified those as water quality class I1I-V (Fig. 4). The results obtained were
consistent with the results of Kanclerz et al. (2014) on Stare Miasto reservoir,
where the authors also found a slightly alkaline pH of the waters of the Powa
river (the average pH was 8.3), however, according to then binding Regulation
of 2011, the waters of the Powa river were classified as water quality class I
— of very good quality. Currently, for water quality class I and II, the pH values
should be between 7.0 and 7.9.
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Fig. 4. The pH in the waters of Trojanka river and the Przebedowo reservoir at three
measurement points, during the growing seasons 2016-2018 (average values
of indicators)

The analysis of indicators characterising salinity of water in the afore-
mentioned measurement points showed that the average values of calcium in the
water during the growing seasons in years 2016-2018 were very similar to each
other: inflow — 111.33 mg-dm™; reservoir — 108.0 mg-dm™ and outflow — 110.11
mg-dm™ (Fig. 5) and, according to the Regulation, exceeded values necessary for
classification as water quality class II.

Also, no major differences were found in the values of chlorides be-
tween the measuring points analysed. The average value of these elements in the
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analysed years was: at the inflow 34.72 mg-dm; in the reservoir 35.14 mg-dm>
and at the outflow 39.86 mg-dm™ (Fig. 5) and according to the Regulation,
exceeded the value necessary for classification as water quality class II which is
33.7 mg-dm™. Based on the obtained results, the quality of water was classified as
class III-V.

In the research conducted by Przybyla et al. (2014) on the Jutrosin res-
ervoir, the authors obtained slightly better results in relation to the aforemen-
tioned indications, as the concentration of chlorides allowed to classify the qual-
ity of water as class I and the concentration of calcium allowed to classify the
quality of water as class II.
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Fig. 5. The content of calcium, chlorides and sulphates (VI) in the waters of Trojanka
river and the Przebedowo reservoir at three measurement points, during the growing
seasons 2016-2018 (average values of indicators)

The analysis of another indicator characterising salinity of water, i.e. sul-
phates (VI) proved that, in the discussed period, the lowest values of 78.19 mg-dm?
were recorded in the reservoir, while at the inflow and the outflow from the res-
ervoir values were 81.48 mg-dm™ and 85.59 mg-dm™ respectively (Table 1).
The obtained results allowed to classify those waters, in respect of the content
of sulphates, as water quality class III-V. The average values of this indicator
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were: P1 — 115.4 mg-dm™; P2 — 111.85 mg-dm™; P3 — 113.39 mg-dm™. Accord-
ing to the Regulation, the limit value for classification as water quality class III-V

is 57 mg-dm? (Fig. 5).

Table 1. Minimum, maximum, average and median of the physico-chemical indicators
in the measurement points in the Trojanka river during the growing seasons 2016-2018

) Control and measurement points
Indicator -
Inflow (P1) Reservoir (P2) Outflow (P3)
/1/ 72/ /3/ /4/

Dissolved oxygen 4.4-10 1.2-13.6 4.0-12.8
DO (mg O, - dm?) 6.37 (6.10) 6.64 (6.32) 7.57 (6.81)
Biochemical oxygen 0.4-6.01 0.4-7.62 0.4-12.4
demand, BODs 2.96 (2.65) 279 (2.28) 3.86 (3.11)
(mg O, - dm?) . . . . . .
Acidification 6.78-9.66 7.12-9.54 7.32-9.17
(pH) 8.48 (8.75) 8.59 (8.75) 8.52 (8.68)
Calcium 84.0-140.0 76.0-140.0 88.0-140.0
Ca (mg - dm™) 111.33 (116.0) 108.0 (108.0) 110.11 (110.0)
Magnesium 4.86-21.89 7.30-19.46 9.73-24.32
Mg (mg - dm) 13.78 (14.59) 13.24 (12.16) 14.59 (13.38)
Chlorides 20.0-45.0 20.0-50.0 30.0-60.0
Cl (mg - dm?) 34.72 (35.0) 35.14 (35.0) 39.86 (40.0)
Nitrate nitrogen (V) 0.02-7.6 0.02-4.1 0.02-3.4
N-NO; (mg - dm™) 1.49 (1.05) 1.06 (0.9) 1.01 (0.85)
Nitrate nitrogen (III) 0.005-0.09 0.005-0.15 0.01-0.09
N-NO; (mg - dm™) 0.05 (0.05) 0.03 (0.025) 0.04 (0.02)
Ammoniacal nitrogen 0.01-0.15 0.01-0.12 0.01-0.14
N-NH; (mg - dm™) 0.04 (0.04) 0.03 (0.01) 0.04 (0.01)
Sulphates (VI) 81.48-145.26 78.19-145.67 85.59-140.32
SO4* (mg - dm) 115.4 (123.45) 111.85(114.5) | 113.39(118.51)
Phosphate (V) 0.01-0.25 0.01-0.34 0.01-0.38
P-PO; (mg - dm™) 0.08 (0.05) 0.08 (0.02) 0.10 (0.07)
Electrolytic conductivity 402.0-714.0 426.0-674.0 447.0-725.0
EC (uS - cm™) 565.22 (555.0) 519.22 (514.0) | 556.94 (548.5)
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In the research of Bogdata et al. (2015) on the Goczaltkowice reservoir,
the authors obtained results allowing them to classify the water, in respect to the
average or even maximum values of content sulphates as water quality class I. It
may have resulted from the fact that, unlike Przebedowo reservoir, in the
catchment of Goczalkowice reservoir, there are no arable lands as well as the
parts of the area surrounding it is the protected area of Natura 2000.

The analyses carried out on another crucial indicator of salinity of wa-
ter, which is the content of magnesium, showed that at each measurement point
both minimum and average values of magnesium were at a low level during the
test period which allows to classify the water quality as class I. However, by
analysing the results, one might conclude that the values of magnesium in-
creased with the flow of water between the points. The lowest value above the
reservoir was 4.86 mg-dm>, and in the reservoir itself 7.30 mg-dm . At the out-
flow, the lowest value was 9.73 mg-dm™. The maximum values were as follows:
inflow 21.89 mg-dm ~, reservoir 19.46 mg-dm >, outflow 24.32 mg-dm * (Table
1). The average values were: inflow13.78 mg-dm>, reservoir 13.24 mg-dm>,
outflow 14.59 mg-dm (Fig. 6). It should be noted that, according to the Regula-
tion, the limit value for classifying as water quality class I is 18.4 mg-dm™.

The last analysed indicator that measures salinity was the electrolytic
conductivity. During the research, it ranged from 402 to 714 pS-cm™ for the
waters at the inflow of the Przebedowo reservoir and from 426 to 674 uS-cm™
for the waters stored in the reservoir and from 447 to 725 uS-cm™ for the waters
at the outflow of the reservoir (Table 1). It was found that the average values of
electrolytic conductivity at the analysed measurement points allow to classify
the waters at the inflow as water quality class II, the waters in the reservoir as
class I and the waters at the outflow as class II (Fig. 5).

Such a tendency of fluctuation of average values of electrolytic conductivi-
ty, and consequently, convergent results, were also obtained by Koztowski et al.
(2017), at the Cedzyna reservoir on the Lubrzanka river. On the mentioned reser-
voir, the average values were: inflow — 272 uS-cm’’; reservoir — 222.9 uS-cm’;
outflow —229.4 uS-cm™.

The last group of analysed physico-chemical indicators is that charac-
terising biogenic conditions.

The first analysed indicator in this group of compounds were phos-
phates. According to Pawelek et al. (2005), the presence of these compounds in
the surface water is due to the soil erosion, sewage inflow, dissolution of all
kinds of minerals as well as precipitation.
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Fig. 6. The content of magnesium and specific electrolytic conductivity in the waters of
the Trojanka river and the Przebgdowo reservoir at three measurement points, during
the growing seasons 2016-2018 (average values of indicators)

Average phosphate values at the inflow of the Przebedowo reservoir
and in the reservoir itself were 0.08 mg-dm™, while at the outflow 0.10 mg-dm™
(Fig. 7). Average phosphate values for the water samples tested during the re-
search period are within the limit value defined by the Regulation for water
quality class II, i.e. between 0.065 mg-dm™, and 0.101 mg-dm>. The highest
(maximum) values for the individual measurement points were: at the inflow
0.25 mg-dm™, in the reservoir — 0.34 mg-dm™ at the outflow 0.38 mg-dm™.

Slightly higher values of phosphate were obtained by Pawelek et al.
(2008) at the inflow of the Dobczycki reservoir. In their research, the authors
analysed the concentration of biogenic compounds in the water of the streams
flowing into the reservoir. Average phosphate values for the Dgbnik and Wolni-
ca tributaries were 0.136 mg-dm™ and 0.142 mg-dm>.

Another analysed indicator characterising biogenic conditions was ni-
trate nitrogen (V). It is a form of nitrogen that is not bound by sorbent soil and
therefore is easily washed out. During the research, the average values of the ana-
lysed indicator above, below and in the reservoir itself were: P1 — 1.49 mg-dm?;
P2 —1.06 mg-dm™; P3 — 1.01 mg-dm™, which allowed to classify this water, regard-
ing this parameter, as class I (Fig. 7). According to the regulation, the limit value
for water quality class I for nitrate nitrogen (V) is 2.2 mg-dm"~.

The results obtained regarding nitrate nitrogen (V) were largely compa-
rable to the results of Kanclerz et al. (2010) obtained from the Stare Miasto
reservoir, where the average values of the discussed indicator were also within
the limit value of water quality class .

Indicators characterising ammoniacal nitrogen constitute an important
element of assessing the quality of water in reservoirs which catchments are
used for agricultural purposes. According to the Regulation, the limit value for
the water quality class I for the aforementioned indicator is 0.25 mg-dm>. In the
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analysed period, on the reservoir in question, the maximum values did not exceed
this limit and were: at the inflow — 0.15 mg-dm?, in the reservoir — 0.12 mg-dm>,
at the outflow — 0.14 mg-dm™ (Table 1). Average values of ammoniacal nitrogen:
P1 —0.04 mg-dm™>; P2 — 0.03 mg-dm™; P3 — 0.04 mg-dm™ (Fig. 7).
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Fig. 7. The content of phosphate (V), nitrate nitrogen (V), ammoniacal nitrogen and
nitrate nitrogen (III) in the waters of the Trojanka river and the Przebgdowo reservoir at
three measurement points, during the growing seasons 2016-2018 (average values of
indicators)

Similar results were obtained by Szczykowska (2013), during the analy-
sis of the water quality of the Koryncin reservoir. Ammoniacal nitrogen concen-
tration was relatively low and allowed to classify this as water quality class 1.
However, the author emphasized that during the winter period, the values of this
indicator might be increased, which is largely due to the intake of water from
under the ice layer, when processes of ammonification of organic matter of
sediments take place. Nonetheless, the observed increase in the value of ammo-
niacal nitrogen in the spring period might be related to the slopewash in the
indirect and direct area of the catchment of the reservoir.
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The last analysed indicator was nitrate nitrogen (III). The results ob-
tained in the research period showed that the values of the indicator ranged from
0.005 to 0.9 mg-dm™ concerning the waters at the inflow of the Przebedowo
reservoir, from 0.005 to 0.15 mg-dm™ concerning the waters stored in the reser-
voir and from 0.01 to 0.09 mg-dm™ concerning the waters at the outflow of the
reservoir (Table 1). The average values for individual measurement points were:
P1 — 0.05 mg-dm™; P2 — 0.03 mg-dm?; P3 — 0.04 mg-dm™. According to the
Regulation, the obtained results of the average concentration of the analysed
indicator allow to classify these waters as water quality class I1I-V.

Analysing the average values of nitrate nitrogen (III) it was found that
the value of the indicator in the reservoir itself is lower than in the waters at the
inflow and the outflow. These results are consistent with the ones of Wiatkow-
ski (2008) obtained on the Mtyny reservoir on the Julianpolka river in which the
author determined that the average values of this indicator were lower in the
reservoir itself than in the waters at the inflow and the outflow.

Statistical analysis performed with the Mann-Whitney U test showed
that the values of the two examined indicators differed significantly between the
measurement and control points (Table 2). Statistically higher values of dis-
solved oxygen in water and chlorides were found in point 1 (inflow) compared
to point 3 (outflow).

Table 2. Importance of the water indicators’ values between the measuring-control
points P1 and P3 of the Przebedowo Reservoir — Mann-Whitney’s nonparametric test*

Median of sample points
Index Unit Inflow Outflow Test probability, p
(P1) (P3)

Dissolved oxygen 3

Do (mg Oz -dm3)|  6.10 6.81 0.037
ggg;emlcal oxygen demand |\ 65, . gm3) 2.65 3.11 0.734
Acidification pH 8.75 8.68 0.518
Calcium 3

Ca (mg - dm?) 116.00 110.00 0.786
mg“es‘“m (mg - dm?) 14.59 13.38 0.738
gﬂ"“des (mg - dm?) 35.00 40.00 0.020
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Table 2. cont.

Median of sample points
Index Unit Inflow Outflow Test probability, p
(P1) (P3)
Nitrate nitrogen (V) 3
N-NOs (mg - dm?) 1.05 0.85 0.459
Nitrate nitrogen (III) 3
N-NO, (mg - dm>) 0.05 0.02 0.387
Ammoniacal nitrogen 43
N-NHs (mg - dm>) 0.04 0.01 0.462
Sggl_‘ates (V) (mg - dm3) | 12345 118.51 0.707
Phosphate (V) a3
P-PO4 (mg - dm>) 0.05 0.07 0.653
Electrolytic conductivity o
EC (1S - cm™) 555.00 548.50 0.460

*Statistical values in red mean statistically significant differences at p < 0.05

4. Conclusions

1. The research has shown that the parameters characterising aerobic conditions

and biogenic conditions with the exception of nitrate nitrogen (III) meet the
requirements necessary to classify this reservoir as water quality class II.
However, other elements, indicators of salinity and acidification do not meet
the requirements necessary to classify this reservoir as water quality class II.
Based on the analysis of average values of physico-chemical parameters, the
ecological status of the Trojanka river at the inflow and the outflow of the
reservoir does not meet the requirements necessary to classify it as water
quality class II. Therefore, the ecological status of the waters of the Trojanka
river was classified as below good.

. Out of 12 tested physicochemical indicators of the Trojanka river water, the
values of only 2 indices were statistically higher at the outflow from the res-
ervoir.

. Based on the conducted research, a great influence of the reservoir was
proven, especially in the context of the concentration of dissolved oxygen at
the outflow, where, concerning this indicator, the reservoir was classified as
water quality class I. This situation might be influenced by located on the
reservoir discharge and spillway structure with damming height of 3.8 m,
which makes the oxygenation process more intensive.
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4. The Przebgdowo reservoir is a new one as it was commissioned in Novem-
ber 2014. Also, its ecosystem does not yet have its internal mechanisms that
transform the excess of the biogenic compounds. This makes the reservoir
susceptible to water quality fluctuations. Over the years one can expect the
quality parameters to be better.
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Abstract: The objective of the study was to characterize the mycological quality
of air at animal veterinary practice in Krakow. Bioaerosol measurements were
performed during the summer season of 2017. The samples of outdoor and indoor
air at animal veterinary practice were collected using a 6-stage Andersen's air
sampler. The highest concentration of fungal aerosol was observed in the
treatment room. The analysis showed various fungal contamination in different
measuring points at different measuring times of the day. Based on the analysis of
bioaerosol particle size distribution it was found that the largest "load" of fungi,
isolated form the air, can reach (in the human respiratory tract) to the region of the
throat, trachei and primary bronchi. The predominant fungi in indoor air was
Penicillium spp. and Cladosporium cladosporoides. Fungi that can cause
dermatophytoses have also been isolated from indoor air: Microsporum canis and
Trichophyton verrucosum. The study confirmed that the animal veterinary
practice can be a workplace related to exposure to microbial agents.

Keywords: bioaerosol, fungi, air quality, animal veterinary practice

1. Introduction

In recent years, people spend between 80-95% of their time indoors. It should
be emphasized that indoor air quality is one of the most significant factors af-
fecting the human health. One of the biotic contaminants of air are fragments of
fungal mycelia and fungal spores. Biological particles can be released into the
air from any natural or non-natural surfaces. Fungi can get into the atmosphere
from plant and soil, due to wind or thermal convection processes or after emis-
sions from natural water reservoirs. Human activity also has a big impact on the
qualitative and quantitative composition of the biological aerosol (Bowers et al.
2012, Polymenakou 2012). The main source of fungi in indoor air are living

© 2021. Author(s). This work is licensed under a Creative Commons
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organisms: people, animals, plants, as well as construction materials in build-
ings or external air getting inside the rooms. The penetration of atmospheric air
into the rooms of the building is the main process that causes biological contam-
ination of this environment with fungal spores (Chmiel et al. 2015, Matecka-
Adamowicz et al. 2019).

Fungi that are part of bioaerosols can’t grow during airborne transport
but they are able to survive in the air for some time — it depends on their proper-
ties or environmental conditions (eg. access to nutrients, physical and chemical
factors of environmental stress, the particle size — the small components of bio-
aerosol retain their viability in the environment longer than larger microbes).
Fungal spores can survive in the air for a long time, when the most sensitive,
vegetative forms of bacteria die quickly (Gatchalian et al. 2010, Menetrez et al.
2010, Puspita et al. 2012, Galperin & Yutin 2013).

The fungi present in the air can cause adverse health effects like irrita-
tions, infections, allergies, and serious toxic effects. In addition, a large number
of fungi produce mycotoxins (secondary metabolites) and can affect human
health (Thorne et al.1992, Kalogerakis et al. 2005, Ajoudanifar et al. 2011, Bre-
za-Boruta 2015, Fraczek et al. 2018). Biological factors can be a serious prob-
lem of occupational medicine and public health, and exposure to biological
factors is related to specific professions. Environment of veterinary institutions
and carrying out duties by vet or veterinary technician are considered to be re-
lated to exposure to harmful biological agents (Harper et al. 2013, Rim & Lim
2014, Grzyb & Pawlak 2020). Especially, direct contact between veterinarians
and diagnosed animals is associated with the risk of biological contamination.
In veterinary practice, not only animals are sources of microorganism contami-
nation, but also people or the components of the indoor environment (Sitkowska
etal. 2015).

Due to the fact that the microbiological quality of air is a very important
factor in the workplace, the aim of this study was to characterize this property
of air at the animal veterinary practice based on the number and species compo-
sition of the fungal population.

2. Materials and methods

The study was carried out in the summer of 2017 at the premises of the animal
veterinary practice in Krakow (Poland). The veterinary practice takes care of
pets, mainly dogs and cats. The samples of air were collected in two series, in
duplicate at four measuring points. The selected rooms were those in which
animals were housed or through which there was a regular flow of animals on
a daily basis (treatment room — with a volume of 40 m® of air, a room with cag-
es in which animals are housed after treatments — 30 m’ of air, and waiting
room — 36 m’ of air) inside the building. During the measurements there were
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two dogs in the room with cages (every time). Air samples were collected be-
fore opening, five hours after opening (half of the working time of the veteri-
nary practice) and after the veterinary practice work. Five hours after opening,
there were a total of five animals in the building (two dogs in the waiting room
with the owners — two people, one dog in the treatment room with the owner —
one person, and two dogs in the room with cages — without the owners). There
are two vets working in the veterinary practice on a daily basis. All studied
rooms were naturally ventilated. Also, the gravity ventilation in the building
was efficient.

Additionally, the air samples were collected at a point situated outside
the building (as the “background”). The air samples were collected using a six-
stage Andersen cascade sampler (model 10-710, Graseby-Andersen, Inc., Atlan-
ta, GA). The sampler was placed at a height of 1.5 m above the floor or ground
(outdoor measurements) to simulate the aspiration from the human breathing
zone. A 5-minute sampling period and the flow rate of 28.3 dm®-min™' were
applied for the collection of air samples. Fungi were collected on malt extract
agar (MEA LAB-AGAR™, BioMaxima, Poland). During sampling, the air
temperature and relative humidity were measured using a hygrometer Kestrel
4000. The MEA plates were incubated for 4 days at 30°C, then 4 days at 22°C.
The prolonged incubation of samples for culturing of fungi enables the growth
of slowly growing strains at a lower temperature range. After incubation, the
fungal colonies were counted. The concentration of fungal aerosol was calculat-
ed as the number of colony forming units per cubic meter of air (cfu-m™).

Due to the specificity of the studied environment, isolated fungal strains
were identified on the basis of macroscopic and microscopic features using
diagnostic keys and, finally, by the mass spectroscopy (MALDI TOF MS), us-
ing laser desorption/ionization, with matrix-assisted and time-of-flight analyzer,
by using MALDI Biotyper analyzer (Bruker).

The results were statistically analysed using Statistica 13.1 (StatSoft,
Inc., Tulsa, OK, USA). The collected data was characterized by non-parametric
distribution (Shapiro-Wilk test). The significance of differences between means
was verified by the Kruskal-Wallis test. The results showing the effect of mi-
croclimatic parameters (temperature and relative humidity) on the prevalence of
airborne microorganisms were evaluated using the R coefficient of the Spear-
man’s correlation.

3. Results

The concentrations of fungal aerosol are presented in Table 1 and Table 2. Con-
centrations of fungi in the studied premises ranged from 1052 to 2739 cfu-m>.
The results showed that the average highest concentration of fungal aerosol was
observed in the treatment room and the lowest concentration was observed in
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the room with cages. The statistical analysis showed a significant differences in
the concentrations of fungal aerosol between the treatment room and room with
cages (Kruskal-Wallis test). Also, the statistical analysis showed a significant
differences in the concentrations of fungal aerosol between the treatment room
and outdoor air. The concentrations of fungal aerosol in room with cages were
higher than in the outdoor air, but the differences between them were not statis-
tically significant. There were no statistical significant differences in the con-
centration of fungi between treatment room and waiting room. Concentration of
fungal aerosol was significantly higher in the waiting room than in the room

with cages.

Table 1. Fungal aerosol concentrations (cfu'm) at animal veterinary practice

and outdoor air

) Fungi concentration
Environment -
Range Median
Treatment room 1052-2739 2306
Indoor air Room with cages 1203-1944 1463
Waiting room 1626-2500 2055
Outdoor air 1184-1370 1277

Table 2. Average fungal aerosol concentration (cfu-m, £SD) in indoor air at animal
veterinary practice including the time of measurement

Measuring time

Measuring point

Fungi concentration

Treatment room 1264 £299

Before opening Room with cages 1296 £131
Waiting room 2160 +481

Treatment room 2576 £231

Five hours after opening Room with cages 1428 £156
Waiting room 2055 £107

Treatment room 2439 £337

After work Room with cages 1812 +187
Waiting room 1980 +500
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Results of microclimate parameters measurments are presented in Table 3.

By using a 6-stage Andersen’s air sampler, it was possibile to get in-
formation about the size distribution of air fungal biota in the investigated
measuring points at the animal veterinary practice (Figure 1). Based on the
analysis of fungal aerosol particle size distribution it was found that in all inves-
tigated rooms the fungi concentration had a maximum value mainly in a range

of diameters 3.3-7.0 um.

Table 3. Temperature and relative humidity of indoor and outdoor air at animal

veterinary practice

Environment Temperature [°C] Relative humidity [%]
Range Median Range Median
Treatment room
) 22.5-24.1 23.6 52.5-64.5 60.7
Indoor air
Room with cages | 22.7-22.9 22.7 54.5-62.3 60.9
Waiting room 22.5-25.7 23.2 49.2-59.1 57.0
Outdoor air 20.2-21.8 20.7 50.3-62.6 58.2
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Fig. 1. The size distribution of fungal aerosol inside and outside the animal veterinary

practice
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The percentage shares of identified fungi in the examined veterinary
practice and outdoor air are presented in Table 4.

Table 4. Species of fungi (%) isolated from the air at the studied animal veterinary
practice: indoor and outdoor air

Environment Species of fungi Fraction [%]
Penicillium spp. 44.85
Penicillium pinophilum 1.21
Penicillium chrysogenum 3.75
Cladosporium cladosporoides 14.21
Alternaria alternata 2.53
Alternaria spp. 1.21
Fusarium spp. 2.05
Scopulariopsis brevicaulis 4.05
Indoor air Aspergillus sydowii 4.80
Aspergillus clavatus 0.05
Aspergillus niger 0.05
Aspergillus fumigatus 0.19
Microsporum canis 9.05
Rhizopus spp. 2.05
Acremonium strictum 4.70
Trichophyton verrucosum 4.85
Ulocladium spp. 0.40
Penicillium spp. 26.15
Penicillium digitatum 4.60
Penicillium chrysogenum 4.80
Cladosporium cladosporoides 19.85
Outdoor air Aspergillus spp. 13.95
Scopulariopsis brevicaulis 7.55
Alternaria alternata 9.10
Fusarium spp. 9.55
Rhizopus spp. 4.45
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4. Discussion

Due to the specificity of work, veterinary staff come in contact with microor-
ganisms present on the skin, mucous membrane or animal hair. Veterinarians
and veterinary technicians can also be exposed to other infectious factors (e.g.
animal excreta and body fluids). Occupational exposure to zoonotic diseases is
a risk in veterinary medicine (Weese et al. 2002, Sitkowska et al. 2015). In these
studies an assessment of the mycological quality of air in animal veterinary
practice was made. Concentrations of fungi in the studied premises ranged from
1052 to 2739 cfu'm>. The obtained results of indoor measurements of fungal
aerosol concentrations were compared with the Polish proposals for threshold
limit values, which are 5-10* cfu'm™ for fungi in indoor and outdoor environ-
ments. It was found that the average concentrations of fungi obtained in this
study (Figure 2) were lower than reference values for fungi concentrations in
residential and public buildings recommended by the Polish Panel of Experts of
Biological Factors (Gorny 2010). There are a few available works describing
the problem of microbiological contamination of air at small animal veterinary
clinics, veterinary hospitals and pet stores, where similar values of fungal aero-
sol concentration have been observed — the mean concentration of fungal aero-
sol in that types of facilities was 700 to 8068 cfu-m™ (Jo & Kang 2006, Bulski
2017, Bulski & Korta-Peptowska 2017, Chen et al. 2017).

In indoor air, total of 17 species of fungi have been identified. The pre-
dominant fungi was Penicillium spp. and Cladosporium cladosporoides. Fungi
that can cause dermatophytoses have also been isolated from indoor air: Micro-
sporum canis and Trichophyton verrucosum. From the outdoor air, 9 fungal
species were isolated. The predominant fungi in outdoor air was Penicillium
spp., Cladosporium cladosporoides and Aspergillus spp. The fungal genera and
species identified in this research mostly are associated with allergic respiratory
diseases (especially in people with impaired immune systems); some of them
can be a source of polysaccharides such as the P(1—3)-glucans (e.g.
Cladosporium spp., Alternaria spp.). Some of fungi species, isolated from in-
door air at veterinary practice, are important producers of mycotoxins, second-
ary metabolites, with neurotoxic and carcinogenic properties (e.g. 4. niger,
A. clavatus) (Pitt 2000). In tested air, the presence of Microsporum canis and
Trichophyton verrucosum was found. M. canis, a species widespread through-
out the world, it is characterized by a significant degree of adaptation to various
animal species and a wide range of pathogenicity. It causes a dermatophytoses,
especially in cats or dogs and can be dangerous for people by causing mycosis
of skin of head (Wawrzkiewicz et al. 1994). T. verrucosum is a dermatophyte
largely responsible for fungal skin disease in dogs. Infection to humans is large-
ly zoonotic and can cause the scalp ringworm. The majority of infections are
occupational, and this includes veterinarians and veterinary technicians (Kane
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et al. 1997). According to other authors, the fungi that occurred most frequently
in the veterinary hospitals or other veterinary facilities were Coriolopsis spp.
and Microporus spp. (Chen et al. 2017). People working in this type of envi-
ronment are most often exposed to dermatologic diseases caused by Micro-
sporum spp., Trichophyton spp., and Blastomyces dermatitidis (Weese et al.
2002). The species of microscopic fungi isolated from the air in this study (A4s-
pergillus fumigatus, Microsporum canis, and Trichophyton verrucosum) belong
to the second risk group according to the list of harmful biological agents in the
work environment (may cause disease in humans, can be dangerous to employ-
ees, but their spread in the human population is unlikely; usually, there are ef-
fective methods of prevention or treatment) (Regulation of the Polish Minister
of Health, 2005).
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Fig. 2. Average concentration of fungi (cfu'm, £SD) in outdoor and indoor air at
animal veterinary practice

The results showed various fungal contamination in different measuring
points at different measuring times of the day, what could have been caused by
the changes in the number of clients, animals or activities performed at veteri-
nary practice. Based on the results of this study it was found that the largest
"load" of fungi, isolated from the air, can reach (in the human respiratory tract)
to the region of the throat, trachei and primary bronchi (Owen & Ensor 1992).
This is necessary and important information for the assessment of the effects of
biological aerosols on the human body — the place of deposition of a harmful
biological factors determines the type of adverse health effect. Microclimate
conditions may affect the number of microorganisms and their spread in the air
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(Li & Kendrick 1995, Katial et al. 1997). Analysis of the impact of the tempera-
ture and relative humidity on the observed fungal aerosol showed a significant
correlation between the concentration of fungi and temperature (R = -0.73,
p < 0.05) and relative humidity (R =0.77, p < 0.05).

The analysis showed that the higher concentration of fungi in the stud-
ied rooms was observed in the treatment room five hours after opening and the
lowest concentration was observed in the treatment room before opening. The
analysis showed that there were significant differences in the concentration of
fungi in treatment room taking into account the measuring time — before open-
ing and five hours after opening/after work, but there were no significant differ-
ences in concentration of fungi in treatment room five hours after opening and
after work. There were no significant differences in concentration of fungal
aerosol in other measuring points taking into account the measuring time.

5. Conclusions

Concentrations of fungal aerosol between the internal studied rooms at the veteri-
nary practice were significantly different and were always lower than 2740 cfu-m>.
The highest concentrations of fungi in the studied rooms were observed in the
treatment room five hours after opening the veterinary practice. However, the
results of this study showed the possible biological risks for the veterinary
workers or clients of animal veterinary practice. Although the concentrations of
fungi did not exceed the Polish limit values for fungal aerosol, it was found that
among the detected fungi pathogenic species as: Microsporum canis and Tri-
chophyton verrucosum were present. The presence of pathogenic microorgan-
isms and prolonged exposure can create a health risk for allergic symptoms or
dermatophytoses in veterinary staff. To protect people from occupational inju-
ries, causes by biological factors, it is recommended to maintenance proper
disinfection and sterilization procedures in workplaces where animals need
adequate medical care. Also, there should be introduced a high-performance
mechanical ventilation or air conditioning system, providing the appropriate mi-
crobiological quality of air. Monitoring the quality of air is also very important for
assessment of the exposure to potentially pathogenic microorganisms.

Research financed from a targeted subsidy for conducting scientific research
or development works and related tasks, serving the development of young
scientists and participants of doctoral studies financed under the competition
procedure in 2017 (University of Agriculture in Krakow, Poland).



Mycological Air Quality at Animal Veterinary Practice 177

References

Ajoudanifar, H., Hedayati, M., Mayahi, S., Khosravi, A., Mousavi, B. (2011). Volumet-
ric assessment of air borne indoor and outdoor fungi at poultry and cattle houses in
the Mazandaran province, Iran. Archives of Industrial Hygiene and Toxicology 62,
243-248. DOI: 10.2478/10004-1254-62-2011-2099

Bowers, R.M., McCubbin, I.B., Hallar, A.G., Fierer, N. (2012). Seasonal variability in
airborne bacterial communities at a high-elevation site. Atmospheric Environ-
ment 50, 41-49. DOI: https://doi.org/10.1016/j.atmosenv.2012.01.005

Breza-Boruta, B. (2015). Microbiological air pollution of production room of the meat
processing plant as a potential threat to the workers. Environmental Medicine
18(4), 37-42 (in Polish).

Bulski, K. (2017). Biological safety at selected pet stores in Cracow. Woda-Srodowisko-
Obszary Wiejskie, 17,1(57), 19-30 (in Polish).

Bulski, K., Korta-Peptowska, M. (2017). Microbiological quality of indoor air at reptile
store. Woda-Srodowisko-Obszary Wiejskie, 17,2, 27-35 (in Polish).

Chmiel, M.J., Fraczek, K., Grzyb, J. (2015). The problems of microbiological air contam-
ination monitoring. Woda-Srodowisko-Obszary Wiejskie, 1(49), 17-27 (in Polish).

Chen, Ch.T., Liu, B.H., Hsu, Ch.H., Liu, Ch.Ch., Liao, A.T.C. (2017). Bioaerosol inves-
tigation in three veterinary teaching hospitals in Taiwan. Taiwan Veterinary Jour-
nal, 43, 39-45. DOI: https://doi.org/10.1142/S1682648515500353

Fraczek, K., Chmiel, M.J., Bulski, K. (2018). Bacterial Aerosol at Selected Rooms of
School Buildings of Malopolska Province. Rocznik Ochrona Srodowiska, 20,
1583-1596 (in Polish).

Galperin, M.Y., Yutin, N. (2013). A genomic update on clostridial phylogeny:
Gram-negative spore formers and other misplaced clostridia. Environmental Mi-
crobiology, 15(10), 2631-2641. DOI: 10.1111/1462-2920.12173

Gatchalian, N.G., Wood, J., Lemieux, P.M., Betancourt, D., Kariher, P. (2010). Dry
Thermal Resistance Of Bacillus Anthracis (Sterne) Spores And Spores Of Other
Bacillus Species: Implications For Biological Agent Destruction Via Waste Incin-
eration. Journal of Applied Microbiology, 109(1), 99-106. DOI: 10.1111/j.1365-
2672.2009.04632.x

Gorny, R.L. (2010). Biological aerosols — a role of hygienic standards in the protection
of environment and health. Environmental Medicine, 13(1), 41-51 (in Polish).

Grzyb, J., Pawlak, K. (2021). Impact of bacterial acrosol, particulate matter, and micro-
climatic parameters on animal welfare in Chorzow (Poland) zoological gar-
den. Environmental  Science and  Pollution  Research, 28, 3318-3330.
DOI: https://doi.org/10.1007/s11356-020-10680-9

Harper, T.A.M., Bridgewater, S., Brown, L., Pow-Brown, P., Stewart-Johnson, A.,
Adesiyun, A.A. (2013). Bioaerosol sampling for airborne bacteria in a small ani-
mal veterinary teaching hospital. Infection Ecology and Epidemiology, 3, 1-7.
DOI: 10.3402/iee.v3i0.20376

Jo, W-K., Kang, J-H. (2006). Workplace exposure to bioaerosolsin pet shops,
pet clinics, and flower garden. Chemosphere, 65(10), 1755-1761. DOI: 10.1016/
j.chemosphere.2006.04.068



178 Karol Bulski & Krzysztof Fragczek

Kalogerakis, N., Paschali, D., Lekaditis, V., Pantidou, A., Eleftheriadis, K., Lazaridis,
M. (2005). Indoor air quality — bioaerosol measurements in domestic and office
premises. Journal of Aerosol Science, 36, 751-761. DOI: https://doi.org/10.1016/
j.jaerosci.2005.02.004

Kane, J., Summerbell, R., Sigler, L., Krajden, S., Land. G. (1997). Laboratory Hand-
book of Dermatophytes. California: Star. ISBN 0-89863-157-2.

Katial, R.K., Zhang, Y., Jones, R.H., Dyer, P.D. (1997). Atmospheric mold spore
counts in relation to meteorological parameters. International Journal Biometeor-
ology, 41, 17-22. DOI: 10.1007 / s004840050048

Li, D.W., Kendrick, B. (1995). A year-round study on functional relationships of air-
borne fungi with meteorological factors. International Journal of Biometeorology,
39(2), 74-80. DOI: https://doi.org/10.1007/BF01212584

Matecka-Adamowicz, M., Kubera, L., Jankowiak, E., Dembowska, E. (2019). Microbial
diversity of bioaerosol inside sports facilities and antibiotic resistance of isolated
Staphylococcus spp. Aerobiologia, 35, 731-742. DOI: https://doi.org/10.1007/
$10453-019-09613-y

Menetrez, M.Y ., Foarde, K.K., Dean, T.R., Betancourt, D.A. (2010). The effectiveness of
UV irradiation on vegetative bacteria and fungi surface contamination. Chemical
Engineering Journal, 157, 443-450. DOI: https://doi.org/10.1016/j.cej.2009.12.004

Owen, M.K., Ensor, D.S. (1992). Airborne particles size and sources fund in indoor air.
Atmospheric Environment, 12(264), 2149-2162.

Pitt, J.I. (2000). Toxigenic fungi and mycotoxins. British Medical Bulletin, 56, 184-192.

Polymenakou, P.N. (2012). Atmosphere: A Source of Pathogenic or Beneficial Mi-
crobes? Atmosphere, 3(1), 87-102. DOI: https://doi.org/10.3390/atmos3010087

Puspita, [.D., Kamagata, Y., Tanaka, M., Asano, K., Nakatsu, C.H. (2012). Are unculti-
vated bacteria really uncultivable? Microbes and Environments, 27(4), 356-366.
DOI: 10.1264/jsme2.me12092

Regulation of the Polish Minister of Health. (2005). https://www.pip.gov.pl/pl/f/v/
19909/05%20ppb.pdf (in Polish).

Rim, K.T., Lim, C.H. (2014). Biologically Hazardous Agents at Work and Efforts to
Protect Workers' Health: A Review of Recent Reports. Safety and Health at Work,
5(2),43-52. DOLI: 10.1016/j.shaw.2014.03.006

Sitkowska, J., Sitkowski, W., Sitkowski, L., Lutnicki, K., Adamek, L., Wilkotek, P.
(2015). Seasonal microbiological quality of air in veterinary practices in Poland.
Annals of Agricultural and Environmental Medicine, 22(4), 614-624.
DOI: https://doi.org/10.5604/12321966.1185763

Thorne, P.S., Kiekhaefer, M.S., Whitten, P., Donham, K.J. (1992). Comparison of bio-
aerosol sampling methods in barns housing swine. Applied and Environmental Mi-
crobiology, 58(8), 2543-2551. DOI: 10.1128/AEM.58.8.2543-2551.1992

Wawrzkiewicz, K., Zidtkowska, G., Czajkowska, A., Wawrzkiewicz, J. (1994). Micro-
sporum canis: the major etiological agent of ringworm in cats and dogs. Medycyna
Weterynaryjna, 50(7), 320-322 (in Polish).



Mycological Air Quality at Animal Veterinary Practice 179

Weese, J.S., Peregrine, A.S., Armstrong, J. (2002). Occupational health and safety in
small animal veterinary practice: Part I — Nonparasitic zoonotic diseases. The Ca-
nadian Veterinary Journal, 43, 631-636.

Wlazto, A., Gorny, R.L., Zlotkowska, R., Lawniczek, A., Ludzen-Izbinska, B.,
Harkawy, A.S., Anczyk, E. (2008). Worker's exposure to selected biological
agents in libraries of Upper Silesia. Medycyna Pracy, 59(2), 159-170 (in Polish).



Rocznik Ochrona Srodowiska
Volume 23 Year 2021 ISSN 1506-218X pp. 180-197
https://doi.org/10.54740/r0s.2021.012 open access
Received: 12 January 2021  Accepted: 06 May 2021  Published: 06 December 2021

A New Approach to the Maximum Quarterly Water Consumption
Modeling on the Example of Individual Water Consumers
in a Small Water Supply System

Anna Mbynska™

Department of Water Supply, Sewerage and Environmental Monitoring,
Cracow University of Technology, Poland
https.//orcid.org/0000-0003-4790-9783

Tomasz Bergel
Department of Sanitary Engineering and Water Management,
University of Agriculture in Cracow, Poland
https://orcid.org/0000-0003-0475-112X

Dariusz Miynski

Department of Sanitary Engineering and Water Management,
University of Agriculture in Cracow, Poland
https://orcid.org/0000-0002-8925-2591

*corresponding author’s e-mail: anna.mlynska@pk.edu.pl

Abstract: Quarterly water consumption data collected in a small water supply
system were used for elaboration of a new water consumption modeling approach.
In this paper, multi-distribution statistical analysis was performed. As the
Anderson-Darling test proved, at least a half out of the ten tested theoretical
probability distributions can be used for description of the water consumption.
The application of the PWRMSE criterion made it possible to determine, which of
the tested theoretical distributions is the best-fitted to the empirical data set. In the
case of total daily water consumption for the group of the households, it was
Johnson distribution, whereas for the average daily water consumption per capita,
it was GEV distribution. Based on the best-fitted probability distribution, a 25-
year water consumption simulation with the Monte Carlo method was conducted.
Because methodology of this study is based on the probability distributions, even
if the type of theoretical distribution of the water consumption will change, it will
be still possible to use this simulation method by assuming the other distribution.

Keywords: water supply system, water consumption,
modeling, probability distribution

© 2021. Author(s). This work is licensed under a Creative Commons
BY SA

Attribution 4.0 International License (CC BY-SA)



A New Approach to the Maximum Quarterly Water Consumption... 181

1. Introduction

Rational water resources management and at the same time, providing the re-
quired drinking water quantity, is not easy task for the water supply service enti-
ties. It must be stressed that during water supply systems planning and designing,
the first steps tending towards the rational water management should be taken;
otherwise, this can result in the future in some operation and maintenance prob-
lems. In the case of the undersized water pipelines, high water velocity causes
increased water flow resistances. This contributes to decrease the water pressure
at the point of use below the required level; sometimes, it can result in a lack of
the water in some water network areas. On the other hand, water pipes oversizing
causes decrease in water flow velocity and thus, water retention time in the net-
work is extend. Because under such conditions deposits are accumulated, besides
the hydraulic resistances growth, there is a risk of a secondary water contamina-
tion. In order to avoid these problems, water network operators must provide their
proper maintenance by regular pipelines’ flushing and disinfection.

Currently, it is observed that many water supply systems are oversized.
This is the result of some past activities, while the water pipelines were de-
signed for the greater water demand than the required now. Although the water
consumption in households depends on many factors and therefore, some dif-
ferences between them may be observed (Pasela & Goraczko 2013, Sikora et al.
2006), in general, both in Poland (Goraczko & Pasela 2015, Pawetek 2015;
2016) and in many other countries (Baldino & Sauri 2018, Barraqué et al. 2011,
Cahill & Lund 2013, Donnelly & Cooley 2015, Sauri 2019, Schleich & Hillen-
brand 2009), decrease in water consumption is noted. This results in maladjust-
ment of some technical parameters of the existing pipelines to the amount of the
transported water. Decrease in water consumption is mainly due to the growth
of the price for water supply and sewage disposal. In addition, common access
to the water-saving devices and obligatory water meters installation make it
easy to control the amount of the water used; this encourages tap water users for
water saving. In order to avoid some operational and maintenance problems,
water supply facilities should be planned and designed carefully. However as
Bartkowska (2014), Bergel (2017) and Bergel et al. (2016a; b) suggest, current
methods for the water demand prediction need to be modified and updated. This
is because many methods are based on the water consumption indicators elabo-
rated in the past; in many cases, these indicators not reflect an actual water de-
mand properly. This is one of the main reasons of some designing faults, result-
ing in operational problems and high costs of the water supply systems mainte-
nance. In order to verify these problems and identify their reasons, numerous
studies of water consumption have been conducted for years (Bartkowska 2014,
Bergel 2017, Bergel et al. 2016a; b, Bergel et al. 2017).
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Because this paper is based on the quarterly water consumption, we in-
tended to pay attention to the other literature studies related to the quarterly
water demand. For example, Batég and Fory$ (2009) proved that only some of
the tested water consumption variables in residential buildings were character-
ized by seasonal (quarterly) fluctuations. The results presented by Bergel et al.
(2016a) show some disproportions between the quarterly water consumption in
the households noted in a four-year period, but these were especially related to
the water consumption for additional purposes. Finally, Reynaud et al. (2018)
observed a strong quarterly seasonality of the water consumption in the case of
single-family water users, in contrast to the multi-family water users.

Water systems’ modeling in terms of the water consumption is still cur-
rent issue. This is because the use of some statistical tools makes planning the
new investments easier and provides many technical and financial benefits for
the operated water supply facilities. For example, the report of the John Re-
search Centre (the European Commission’s in-house science service), contains
very comprehensive analysis of the water consumption modeling issue in the 28
countries of the European Union (Reynaud 2015). As some literature studies
show (Boryczko 2017, Ciezak & Ciezak 2015, Froelich 2015, Huang et al.
2017, Mombeni et al. 2013, Rathnayaka et al. 2017, Romano & Kapelan 2014,
Tiwari & Adamowski 2015, Vijai & Sivakumar 2018), different methods are
studied by many researchers in order to find some mathematical tools that can
be the best for a reliable water consumption prediction. In the group of known
methods we can find short-term-, intermediate-term- and long-term prediction
methods. When it comes to the models, we can consider e.g. temporal extrapo-
lation models, models based on ‘unit water demand’, multivariate statistical
models, micro-component modeling or estimation based on projections for ur-
banization and land use (House-Peters & Chang 2011, Rinuado 2015).

As it turns out, there are no literature reports regarding to the water con-
sumption modeling using probability distributions. Although this method should
be considered as a reliable statistical tool for prediction, it must be noted that
the assumption of a unique form of the water consumption probability distribu-
tion can be inappropriate; stationary mechanisms for process shaping are sug-
gested then. Because the empirical distributions can be described by many theo-
retical functions, in order to avoid the prediction errors, it is important to select
the best-fitted one. Considering the above, as part of this paper, elaboration of
anew approach to the water consumption modeling based on the multi-
distribution analysis was performed. An additional novelty of this paper is ap-
plication of the Peak-Weighted Root Mean Square Error (PWRMSE) for selec-
tion of the best-fitted theoretical distribution.
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2. Case study

In this paper, households’ water consumption taken from a small rural water
supply system located in the Southern Poland (Wolowice village) was tested; as
part of this study, 34 selected households were analyzed. Because the house-
holds located in the study area are connected to the collective water system and
they are equipped with toilet, bathroom and local source of hot water, they are
classified into the fourth group of the standard of water and sewage devices
equipping. In this case, as the Polish Regulation of the Minister of Infrastructure
(2002) determines, average standard for water consumption per capita is be-
tween 80 dm’/d (non-sewered areas) and 100 dm?/d (sewered areas). Over the
research period, each of the tested households was inhabited by one to seven
persons. Most of the households (68%) were inhabited by two, four and five
persons, whereas only 17% households were inhabited by one, six and seven
persons. It must be stressed, although the rural water system was tested, water
taken from the network was not used for agricultural purposes, but only for
household purposes; if any additional purposes appeared (e.g. home gardens
irrigation), own water sources were used.

3. Materials and methods

Statistical analysis and modeling was performed based on the water consump-
tion data collected in the 34 selected households between the January 2011 and
December 2015. Data for analysis refers to the quarterly water consumption and
were elaborated both for total daily water consumption for the whole group of
the tested households and for the average daily water consumption per capita.

At the beginning, preliminary statistical analysis of the water consump-
tion was performed. The values of some descriptive statistics, such as minimum
(Min), maximum (Max), average (Avg), standard deviation (S), coefficient of
variation (CV), skewness (Sk) and kurtosis (Kurt) were determined.

Statistical homogeneity of the water consumption data was examined
using a non-parametric Kruskal-Wallis test. Investigation of the quarterly data
series homogeneity consisted in assigning the ranks to the ordered elements in
all tested samples (quarters); then, the sum of the ranks for each sample was
determined. If differences between the calculated sums of the ranks were small,
null hypothesis Hy assuming origination all the samples from the same general
population was considered as true (samples are homogeneous). A critical region
of the test was defined by Pearson’s statistic y* with k-1 degrees-of-freedom,
where k is number of the compared samples (Walega et al. 2016). For k-1 = 3
degrees-of-freedom, critical statistic y* was 7.518. In this paper, both for total
daily water consumption for the group of the tested households and for the av-
erage daily water consumption per capita, the Kruskal-Wallis test was also used
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for investigation of the significance of water consumption differences between
the quarters. Hypothesis Hy was verified for the significance level a = 0.05. The
Kruskal-Wallis statistic is described as follow:

H= -2 _yR_ 30341 (1)

nn+1) = n;

where:

H — Kruskal-Wallis statistic,

n — total number of components for all samples,
Ri — sum of the ranks in a given sample,

n; — number of components in a given sample.

Based on the quarterly water consumption observational data series, de-
termination of theoretical distributions that can be used for modeling was made.
In this paper, Gaussian Mixture Model (GMM), Generalized Extreme Value
(GEV), Johnson, Weibull, Normal, Log-normal, Half-normal, Triangular, Ray-
leigh and Pareto distribution were tested; these are described as follow:

Gaussian Mixture Model distribution (GMM) (Jaini & Poupart 2016):
fG) = Xilg oiN(u;, 2p) (2)
Generalized Extreme Value distribution (GEV) (Provost et al. 2018):

0= H1en (D) e (~(14 1) 7). e

Johnson distribution (Parresol 2003):

2
flx) = %mexp<—%<y+ 6ln(€f;ix)> ) 4)
Weibull distribution (Lai 2014):
0= e (- g
Normal distribution (Papoulis & Pillai 2001):
f) = sgmexp (- 52 Ge- w)?) (6)
Log-normal distribution (Papoulis & Pillai 2001):
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~
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Half-normal distribution (Bosch-Badia et al. 2020):
2 x?
@)= (e (- 53) ®)
Triangular distribution (Forbes et al. 2011):
2(x—a)
m fOT' asx<m
oy = 1¢om o, )
m fOT m=sx=
Rayleigh distribution (Papoulis & Pillai 2001):
2
fo0) = Sexp (- 25) (10)
Pareto distribution (Forbes et al. 2011):
Kak
f) = S5 (11)

where:

a — lower limit,

b — upper limit,

1 —number of ordered data,
m — mode,

N — Gaussian distribution,
n — number of components,
o — scale parameter,

v, 9, k — shape parameters,
A\ —range parameter,

[ — mean,

& — location parameter,

¥ — covariance matrix,

o — standard deviation,

® — mixture weight such that 27 ; o; = 1.

The assessment of theoretical and empirical water consumption distri-
butions compatibility was performed using Anderson-Darling test (A-D); for
this purpose, Equation (12) (Kvam & Vidakovic 2007) was used. Compared
with other, Anderson-Darling test is considered as better one for assessment of
the measured and predicted values compatibility (Engmann & Cousineau 2011,
Islam 2011). Anderson-Darling test statistic is sensitive in the whole distribu-
tion range; thus, this is more likely to identify some differences between distri-
butions. Verification of the 4-D test was performed for the significance level of
a = 0.05 and based on the probability p. This is because critical values of 4-D
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test depend on the type of the tested probability distribution. For the Anderson-
Darling statistic, null hypothesis H, (data follow a specified distribution) and
alternative hypothesis H; (data not follow a specified distribution) must be de-
fined. If the p-value is less than a = 0.05, hypothesis Hy about the data’s com-
patibility with the tested distribution is rejected. Otherwise, i.e. if the p-value is
greater than o = 0.05, it can be assumed that variables follow a specified distri-
bution and there is no reason to reject a hypothesis Hy.

@i-DI(Fx))+n(1-F&xni1-i)
n

A-D = —-n-31, (12)
where:

A-D — Anderson-Darling statistic,

1 — number of ordered data,

n — number of components,

F — cumulative distribution function.

As part of this paper, the assessment of the best-fitted theoretical and
empirical distributions was conducted. Although the results of the Anderson-
Darling test (i.e. p-value), also gives a such possibility (the higher p-value, the
better theoretical distribution fitting), however, Peak-Weighted Root Mean
Square Error (PWRMSE) method is considered as more precisely one for theo-
retical and empirical distributions fitting. The values of PWRMSE were calcu-
lated based on the Equation (13). The same formula was also used for hydrolog-
ical modeling (Koch & Bene 2013, Mtynski et al. 2019, Walega 2016). The
best-fitted theoretical distribution is this one with the lowest PWRMSE value.

i (i —yp)? (%) (13)

n

PWRMSE = \/

where:

PWRMSE — Peak-Weighted Root Mean Square Error,
1 — number of ordered data,

n — number of components,

X — measured value,

y — predicted value,

p — mean of measured values.

Water consumption simulation was conducted based on the best-fitted
theoretical distribution by using a Monte Carlo method. This method is used for
mathematical modeling of complex processes. Obtained results are presented as
parameters of a hypothetical population. Based on the created population sam-
ple, it is possible to make a statistical estimation of the tested parameter (Halton
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1970). Simulation was performed for sample consisted of 100 random variables,
both in relation to the total daily water consumption for the group of the tested
households and in relation to the average daily water consumption per capita.
Assuming that one variable is equivalent to the one quarter of the year, water
consumption prediction was performed for a 25-year period. As it can be ob-
served, Monte Carlo method has already been used e.g. for the wastewater
treatment plant reliability modeling (Taheriyoun & Moradinejad 2015) or for
studies on sewer systems (Ribeiro et al. 2009) and for water demand modeling
in an office building (Wu et al. 2017).

4. Results and discussion
4.1. Preliminary statistical data analysis

The results of the preliminary statistical data analysis showed that in the each
quarter of the 2011-2015, for the whole group of the 34 tested households, daily
water consumption ranged from about 7 500 dm*/d to 11 180 dm?/d, with the
average value of 10 100 dm?/d. Coefficient of variation (CV = 0.082) indicates
on small variation of the tested parameter in a five-year period. Calculated
skewness (Sk = —1.65) indicates on asymmetry of the tested variables around
the average. In turn, kurtosis greater than zero (Kurt = 3.55), is the result of the
concentration of the measured values close to the mean value (Fig. 1a, Table 1).

a
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Fig. 1. Average daily water consumption for the each quarter of the 2011-2015:
(a) for the group of the tested households; (b) per capita
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Based on the calculated coefficient of variation (CV = 0.078) (Table 1),
it can be stated that the average water consumption per capita was not subjected
a significant variability. Average daily water consumption per capita for a 2011-
2015 period was 84.1 dm?/d (Fig. 1b), which means that this value was in the
range of the average water consumption for dwellings from the fourth category
(80-100 dm?/d), as the Polish Regulation (2002) determines. Kurtosis for the
asymmetric water consumption distribution (Kurt = 4.90) indicates clearly on
the concentration of the variables close to the mean value (Table 1).

Table 1. Descriptive statistics for the quarterly water consumption (2011-2015)

Descriptive Unit Total daily water consumption for Average daily water
statistic the group of the tested households consumption per capita
Min 7493.5 62.3
Max 11 178.0 91.9
(dm’/d)

Avg 10 111.8 84.1

S 832.6 6.6

Ccv 0.082 0.078
Sk =) -1.65 -1.99
Kurt 3.55 4.90

where: Min — minimum, Max — maximum, Avg — average, S — standard deviation, CV — coeffi-
cient of variation, Sk — skewness, Kurt — kurtosis.

4.2. Testing of the quarterly water consumption homogeneity

The results of the homogeneity testing basis on the Kruskal-Wallis test (Table
2) proved that there is no reason to reject null hypothesis Hy assuming a homo-
geneity of the tested quarterly data series. Both for total daily water consump-
tion for the group of the tested households and for the average daily water con-
sumption per capita, the values of statistics H were lower than the Pearson’s
statistic adopted during the determination of the critical region of the test; for
four compared time series, y” statistic was 7.518. Based on the obtained results
it can be stated that there are no significant differences between the quarterly
water consumption. Therefore, it was concluded that in the analyzed multi-year
period, any significant factors not affected the water consumption.
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Table 2. The results of the Kruskal-Wallis homogeneity testing for the quarterly water
consumption in the period of 2011-2015

Kruskal-Wallis Total daily water consumption Average daily water
test parameter for the group of the tested households consumption per capita
H 4.66 6.09
2 7.518 7.518
p 0.20 0.11

where: H — Kruskal-Wallis statistic, x> — Pearson’s critical statistic, p — probability.
4.3. Analysis of theoretical and empirical distributions fitting

The results of theoretical and empirical distributions fitting obtained by using
the Anderson-Darling test showed that as many as six out of the ten tested prob-
ability distributions can be used for description of the total daily water con-
sumption for the group of the 34 tested households (Table 3). Both in the case
of GMM, GEV, Johnson, Weibull, Normal and Log-normal distribution,
p-values for A-D test statistic were greater than the assumed significance level
of a = 0.05. Null hypothesis Hy about theoretical and empirical distributions
compatibility was rejected in the case of the other four distributions (Half-
normal, Triangular, Rayleigh and Pareto). In turn, observational data series for
the average daily water consumption per capita can be described by using five
probability distributions; these include GMM, GEV, Weibull, Normal and Log-
normal distribution (Table 3). Lack of the possibility of using Half-normal,
Triangular, Rayleigh, Pareto and also Johnson distribution may be due to their
characteristics. Namely, these functions are homogenous; in turn, water con-
sumption is a dynamic process and many time-variable factors may affect this.

Table 3. The results of theoretical and empirical water consumption distributions fitting

Total daily water consumption Average daily water
Statistical for the group of the tested households consumption per capita
distribution Statistical parameter

A-D p A-D p
GMM 0.187 0.993 0.226 0.982
GEV 0.355 0.891 0.451 0.795

Johnson 0.470 0.776 - -
Weibull 0.416 0.831 0.588 0.657
Normal 0.951 0.383 1.228 0.257




190

Anna Mtyniska et al.

Table 3. cont.

Total daily water consumption Average daily water
Statistical for the group of the tested households consumption per capita
distribution Statistical parameter
A-D P A-D P

Log-normal 1.187 0.272 1.485 0.180
Half-normal 8.786 0.000 8.936 0.000
Triangular 4.966 0.003 6.248 0.001
Rayleigh 6.752 0.000 6.952 0.000
Pareto 26.582 0.000 29.163 0.000

where: A-D — Anderson-Darling statistic, p — probability.

Figures 2a-f and Figures 3a-e show the quantile-quantile graphs of the
probability distributions that can be used for description of the water consump-

tion.
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Fig. 2. Quantile-quantile graphs of theoretical and empirical distributions fitting for
total daily water consumption in the group of the tested households: (a) GMM,;
(b) GEV; (¢) Johnson; (d) Weibull; (¢) Normal; (f) Log-normal
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Fig. 3. Quantile-quantile graphs of theoretical and empirical distributions fitting for the
average daily water consumption per capita: (a) GMM; (b) GEV; (¢) Weibull; (d) Nor-
mal; (e) Log-normal

4.4. Selection of the best-fitted theoretical distribution

As it was presented in chapter 4.3., water consumption variables can be de-
scribed by using several different theoretical distributions. However, it must be
determined, which of the tested theoretical distributions is the best-fitted to the
empirical data. Although the p-values coming from the Anderson-Darling test
can be used for this purpose, however, in this paper, PWRMSE criterion was
used. In the case of total water consumption in the group of the tested house-
holds, the best-fitted theoretical distribution turned out to be Johnson distribu-
tion (PWRMSE = 164.73 dm*/d). In turn, performed analysis showed that for
the average daily water consumption per capita, the best-fitted theoretical distri-
bution was GEV distribution (PWRMSE = 1.64 dm*/d) (Table 4). For compari-
son, if for the selection of the best-fitted theoretical distribution we would use
p-value instead the PWRMSE criterion, in both cases, it would be GMM distri-
bution (Table 3).
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Table 4. PWRMSE values for the best-fitted theoretical distribution selection

. Total daily water consumption for the Average daily water
Stat.lstlc.al group of the tested households consumption per capita
distribution
PWRMSE (dm*/d)
GMM 176.08 1.74
GEV 193.42 1.64
Johnson 164.73 -

Weibull 262.95 2.44
Normal 324.30 2.95
Log-normal 376.14 3.40

4.5. Simulation of the water consumption

Simulation of the water consumption was conducted using a Monte Carlo meth-
od (Fig. 4a, b).
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Fig. 4. The results of the water consumption simulation based on the Monte Carlo
method: (a) for the group of the tested households; (b) per capita

The best-fitted theoretical distributions coming from the PWRMSE test-
ing were used. Just for the record, in the case of total daily water consumption
in the group of the tested households it was a Johnson distribution, whereas for
the average daily water consumption per capita, it was GEV distribution. Per-
formed simulation showed that for the assumed a 25-year prediction period, the
average value of total water consumption in the whole group of the households
(10 066.9 dm’/d) (Fig. 4a) is close to the average water consumption (10 111.8
dm’/d) (Fig. 1a) noted in the period of 2011-2015. Similarly, in the case of the
average water consumption per capita, a predicted average water consumption
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(84.3 dm*/d) (Fig. 4b) is compatible with the average daily water consumption
per capita (84.1 dm’/d) noted in the period of 2011-2015 (Fig. 1b). It can be
stated that the presented in this paper simulation’s method gives a real possibil-
ity for a long-term water consumption prediction, even if the type of theoretical
distribution of the water consumption will change over time. In this case, it will
be still possible to use this simulation method as a reliable forecasting tool by
assuming the other best-fitted distribution.

5. Summary and conclusions

For sure, mathematical models development for a long-term water consumption
prediction will let to avoid some water system’s design mistakes, resulting in
many operational and maintenance problems. These are often caused by incor-
rect universality of using the out-of-date water demand indicators elaborated in
the past; in many cases, they don’t reflect an actual water demand properly and
contribute to the water pipelines’ oversizing or undersizing.

In this paper, a new approach to the maximum quarterly water con-
sumption modeling based on the probability distributions was developed. Be-
cause the random variables are indeterminate and they can support hypothesis
with different distributions, a multi-distribution analysis was performed. The
essential part of this paper was preceded by the preliminary statistical data anal-
ysis. Based on the coefficient of variation, a small variability of the water con-
sumption in a five-year period was stated. The obtained results of the Kruskal-
Wallis test have proved no significant differences between the quarterly water
consumption; homogeneity of the water consumption time series was found. In
turn, when it comes to the main findings of this study, the results of the Ander-
son-Darling test showed that at least a half out of the ten tested theoretical prob-
ability distributions can be used for the description of the water consumption
variables. Both in the case of total daily water consumption in the group of the
tested households and the average daily water consumption per capita, it was
GMM, GEV, Weibull, Normal and Log-normal distribution; for the first case,
there was additionally Johnson distribution. The using of the PWRMSE criteri-
on has proved that Johnson distribution was the best one for the description of
total water consumption in the group of the tested households, whereas for the
average daily water consumption per capita, it was GEV distribution. The ob-
tained in this paper modeling’s results carried out with the Monte Carlo method
can be used for designing the other water systems supplying a similar group of
the individual water users as the subjected one. But what’s important, because
the methodology presented in this paper is based on the probability distribu-
tions, the proposed simulation method can be used, even if the type of the best-
fitted theoretical distribution of the water consumption will change over time;
this is because the possibility of assuming the other theoretical distribution.
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Thank to this, it is believed that the statistical tools and methodology presented
in this paper can be used for a reliable water systems planning and designing.
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Abstract: Pylaisia polyantha moss growing near intensive traffic in Gelezinis
Vilkas street at Vingis Park (Vilnius) was selected as an indicator of
environmental pollution. Two models were applied for the study: the Gaussian
plume model — for zinc emission from automobiles calculation and mathematical
model — for recalculating the zinc emission from transport to zinc concentration in
moss. Moss samples were collected during spring, summer and autumn. There
were no significant changes in Zn concentrations between these periods. Zn
emission dispersion from pollution source was calculated only for one vehicle,
in order to reach relationships between environmental conditions and dispersion
of Zn emission from vehicle exhaust fumes pipe. It was detected that the
concentration of Zn tends to decrease with the distance from the pollution source.
It was observed that there was a strong relationship between wind speed and Zn
concentration — the slower the wind speed, the higher concentration of zinc
in moss.

Keywords: zinc, moss, atomic absorption spectroscopy, Gaussian plume model

1. Introduction

Pollution of environment is increasing now. Transportation is one of main pol-
luters of the environment, which emits various pollutants to the environment.
Transportation emits various heavy metals (HM). Zinc is not the most danger-
ous among other heavy metals, but its emission from transportation is one of the
highest. Heavy metals and other pollutants in moss are currently the focus of
attention in various countries, as moss is an excellent indicator of environmental
pollution (Koz et al. 2014, Oishi 2019, Oishi 2018, Parmar et al. 2016, Piraga et
al. 2017, Salo 2014, Sujetoviené & Galinyté 2016, Spiric’ et al. 2014, UroSevi¢
et al. 2018, Vukovi¢ et al. 2015, Zhu et al. 2018). HM are potentially toxic sub-
stances that enter foodstuffs from the environment, enter the human body
through food, and are readily integrated into the biological cycle. Each region
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has its own pollution specific, which means that the total amount of HM in the
moss is highly dependent on the area. Research needs to have as much compre-
hensive data as possible on the migration and accumulation of heavy metals in
the environment and their effects on ecosystems and humans. Studies have
shown that the quantity of heavy metals in moss depends on their location and
distance to sites that emit heavy metals. From the air, heavy metals settle on the
various surfaces. The main sources of anthropogenic pollution in the atmos-
phere are transportation; industry and energetics. Car emissions account for
60-70% of total emissions. The atmosphere, as a source of metals, is unique in
that it has a very short life span, from day to week (I don’t understand what you
are trying to say, please check). However, even in such a short time, metal par-
ticles can travel long distances. Also, metal compounds released into the atmos-
phere are deposited on the plants at a distance of 10 to 40 km from the source of
pollution. The sources of Zinc emissions are many: metalworking industry,
transport, energy, fertilizers, and pesticides. It belongs to the intensive accumu-
lation of technogenic dust (Radzevicius et al. 2004). According to Blok (2005)
the emissions of zinc along roads originate from: wearing of brake lining; losses
of oil and cooling liquid; wearing of road paved surface; wearing of tyres; cor-
rosion of galvanized steel safety fence and other road furniture. The aim of the
research was to use moss as an indicator for the assessment of environmental
pollution by zinc near intense traffic street, to calculate emission of zinc from
cars and to compare experimental results with modelling results.

2. Materials and methods
2.1. Study site

Vingis Park, the largest park in Vilnius, is located at the bend of the Neris River
in Vilnius and covers an area of 160 hectares (Vingis park).

The area of investigations (54°40°28“ N; 25°14°32“ E) is situated be-
tween the park of Vingis and Gelezinis Vilkas street (Fig. 1). All samples of
moss (Pylaisia polyantha) were taken in this order: 5, 10, 15, 20, 25 meters
from the Gelezinis Vilkas street (Fig. 1).

Control samples of moss, in order to evaluate background level of zinc
concentration in moss were taken around 500 meters from Gelezinis Vilkas
street at Vingis park. Samples of moss were taken on 7" of March, on 21% of
August, on 14" of November. According to the methodology of moss sampling
for EU surveys, samples should be taken in all seasons, except winter, because
in winter mosses are covered with snow. During all three samplings of moss
there was no rain or snow.
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Fig. 1. Sampling places in Vingis park (Vilnius), near Gelezinis Vilkas street

2.2. Climate conditions of study site

The pollutant emissions are transported to different distances, depending on the
geographic area, its geology and the local meteorological factors: fog, wind,
rains, thermal inversions (Dobra et al. 2006). The climate of Vilnius region is
considered as humid continental or hemiboreal by Koppen climate classifica-
tion. The average annual temperature is + 6.1°C, in January the average temper-
ature is — 5.8°C, in July it is +17.4°C (Climate-data). The average precipitation
in Vilnius is about 655 millimetres per year (Climate-data). Dominant wind
direction — southwest, speed 2.5-4 m/s (Lithuanian Hydrometereological Ser-
vice).

2.3. Morphological identification of moss

Closely related moss species are often difficult to distinguish from each other
than other plants, but it is easy to sample and collect (Baniené 2001, Rowantree
et al. 2010). In Lithuania there are 350 species of moss, they all belong to 33
families (Baniené¢ 2001). Each moss species, though much alike in terms of
stems and leaves, tends to have different types of capsules (Tiny Shag Moss).

2.4. Sampling of moss

Most methods in heavy metal monitoring employ moss as bioaccumulators (Stihi
et al. 2006). Sampling and sample handling was carried out using plastic gloves
and bags. All forest debris from moss must be removed (Aboal et al. 2008). Moss
samples were stored at room temperature until preparation for analysis.
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2.5. Calculation of moisture content

Moisture content was calculated in moss:

M, = Ww-Wp) 100 (1)
Wb
where: M, — moisture content of sample, %, W, — wet weight of the sample, g,
W4 — weight of the sample after drying, g (moisture content).

2.6. Reagents and equipment

All chemicals and reagents were of analytical grade or higher purity and they
were obtained from Sigma Aldrich (Germany) and used in the experiments as
received without further purification. The solutions were prepared by mixing
appropriate standards in deionized water from the water purification system
(Demiwa 3 ROI). Metal standards made in VWR Chemicals (England) were
used for GFAAS and FAAS calibration. The concentration of Zn (II) in used
standard solution was equal to 1000 mg/L in 2% of HNO;. All volumetric flasks
used in the experiments were soaked for 24 h with 5SM HNOs and then rinsed
3-4 times carefully with deionized water. All the volumetric flasks used were of
the highest accuracy class. High accuracy analytical balance AS 60/220.R2
(Radwag, Poland) was used to weigh moss samples.

2.7. Sample preparation for metal analysis

The moss samples collected were prepared by a high-temperature dry oxidation
method. Each moss sample (about 20 g) was dried in a muffle furnace until
constant weight at 100 £5°C. After that the temperature was gradually raised
from (100°C/1h) to 500 £20.0°C in a muffle furnace for 2 hours. The resulting
ash was cooled to room temperature. The aqua regia (3:1, v/v, HCI to HNO3)
digestion procedure was used for analysing total-recoverable heavy metal (Zn)
content in ashes. Concentrations of acid used for digestion of moss samples
were the following: 36.5% (HCI) and 63% (HNO3). The digestion of the moss
samples (about 0.5 g) was performed by using microwave digestion system
Milestone Ethos Touch Control (Milestone SRL, Italy) for about 50 min in Tef-
lon containers. After cooling to room temperature, the solution was filtered
through a 0.45 pm PTFE membrane filter, transferred quantitatively to a 50 mL
volumetric flask and supplemented with deionized water to the mark. Deionized
water used in experiments meets requirements of ISO 3696:1987 (Water for
analytical laboratory use — Specification and test methods) standard. After, its
concentration of Zn was analysed with an atomic absorption spectrophotometer,
model 210 VGP, Buck Scientific (USA), equipped with a Buck Scientific model
220-GF graphite furnace atomizer and acetylene-air flame. 0.7 nm slit was select-
ed for measurement of zinc concentrations in solutions. 213.9 nm wavelength was
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used during measurements. The content of Zn in moss ash (mg/kg) was calculated
by formula (2):
C = CeVk1000 @)

m

where: C — the concentration of analyte in sample, mg/kg, C. — the concentra-
tion of the analyte in solution, mg/mL, V — the volume of the sample, mL,
k — the dilution factor, m — the amount of moss ash taken for the test, g.

Zn analysis method used for the moss was validated by using a recovery
analysis. The percentage recoveries were calculated by using the following
equation (Sarker et al. 2015):

Percentage recovery = g—; 100 3)

where: Cg — the experimental concentration that was determined from the cali-
bration curve, Cyv — the spiked concentration.

According to the European Commission (2003), a method can be con-
sidered accurate and precise when the accuracy of the data is between 70 and
110%. Experimental result meets these requirements.

2.8. Quality control and statistical evaluation

The concentration of Zn in used standard solution was equal to 1000 mg/L in
2% of HNOs. Working aqueous standard solutions containing Zn was prepared
by serial dilution of the certified reference metal standard solution for atomic
absorption spectroscopy with deionized water. Three samples of moss were
taken from each place. All experiments were conducted in triplicate. Two
blanks (without Zn ions) were used for each zinc concentration determination.
Statistical analysis of data was carried out using Excel and Statistica software.
Arithmetic average, standard deviation, confidence intervals and Pearson coef-
ficients were estimated at p < 0.05.

2.9. Theoretical calculation

60 km/h — allowable speed at Gelezinis Vilkas street in Vilnius near Vingis
park. It was assumed that for 100 km, vehicle uses 10 1 of petrol in the city, e.g.
1 automobile consumed 6 1 of petrol per hour. Traffic intensity at Gelezinis
Vilkas street is 1200 vehicles per hour. Total fuel consumption per hour in in-
vestigated area will be 7200 1. The density of fuel (in this model only petrol fuel
was evaluated) is 770 g/L (What are the types of fuel). Zinc emission factor for
vehicles in mg/kg is equal to 1 for passenger car (Road transport). Total emis-
sions of zinc per 1 hour in investigated area is equal to 0.00154 g/s.
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2.10. Mathematical modelling

In a Gaussian plume, the spatial distribution of concentration along a transverse
axis is Gaussian in shape. The following steady state 3-dimensional model de-
scribes the concentration at any point in a coordinate system where the wind is
moving parallel to the x-axis (Gaussian plume model):

0 1] »? 1( H?
Cx,y,z)=————¢€xp|-—| = | lexp| - —| —
(x,»,2) oo, Pl -3 = Pl -3 52 4)

where: C — concentration of contaminant, g/m’, x, y, z — distance from origin
in x, y, z coordinates, m, H — effective stack height, m, Q — rate of emission of
gas, g/s, oy, 0, — horizontal and vertical plume standard deviations (m), each
a function of x, u — wind speed at effective stack height, m/s.

The input data of the model are presented in the Table 1.

Table 1. Input data for mathematical modelling of Zn dispersion in atmosphere

Input data Value
Stack height, m 0.3
Stack diameter, m 0.1
Emission
Zn emission rate, g/s 0.00154
Gas velocity in the pipe of car, m/s 1.0
Gas temperature in the pipe of car, °C 200
Atmospheric condition 3 — slightly unstable
Ambient average temperature, °C

Spring 6.2
Summer 16.8
Autumn 7.1

The emission of zinc downwind from the vehicle (in this case vehicle is
a stack) was simulated. Input parameters needed for simulating, are as follows:
the height of the stack above the ground (in meters); the diameter of the opening
of the stack (in meters); the velocity of the gas emitted from the stack (in meters
per second); the temperature of the gas as it exits the stack (in degrees Celsius);
the rate at which pollution is emitted from the stack (in grams per second); the
atmospheric stability; the number of wind velocities that you wish to investi-
gate; the wind velocities; the number of distances downwind to calculate; the
actual distances downwind. The atmospheric stability categories accounts for
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the fact that a parcel of air changes temperature as it changes in altitude. With
this input data, it is possible to calculate the concentration of the pollutant at
various locations downwind from the stack, usually measuring from 0 kilome-
ters (the base of the stack) down to 100 km from the stack (Gaussian plume
model).

3. Results and discussion

3.1. Moisture content in moss

18 samples were taken from Vilnius Vingis park, near Gelezinis Vilkas street.
The average results from three seasons of moisture content in samples of moss
are presented in Fig. 2.

Moisture content in samples of mosses
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Fig. 2. An average results from three seasons of moisture content in moss

In moss which were located 5 meters from the street, the moisture con-
tent was determined as 18.96%. In collected Pylaisia polyantha moss which
were located at the distance of 15 meters from the street - the average moisture
content was 52.65%. In moss which were collected 25 meters from the street the
moisture content was 36.44%. In moss located at a distance of 35 meters from
the street the moisture content was 44.55%. In samples of moss which were
collected at 45 meters from the street the moisture content was 43.22%. In the
control samples 49.07% of moisture content was detected.
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3.2. Zn concentration in sample of moss

Zn concentration was determined in samples of Pylaisia polyantha moss, along
the high intensive traffic Gelezinis Vilkas street in Vilnius. Zinc concentrations
in moss (Pylaisia polyantha) growing near Gelezinis Vilkas street are presented
in Fig. 3. (in spring, in summer and in autumn).

There is a direct relationship between the Zn content found in moss and
the distance from the Gelezinis Vilkas street. It was observed that Zn content in
all samples of moss tends to decrease with the distance from the Gelezinis

Vilkas street.
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Fig. 3. Zinc concentrations in moss near Gelezinis Vilkas street: a) in spring,
b) in summer, ¢) in autumn

At the distance 5 and 15 meters from the Gelezinis Vilkas street Zn
concentrations were considerably high and it reveals that the moss near inten-
sive traffic were heavily polluted (Fig. 3). At a distance of 5 meters from the
street, the highest concentration of zinc — 339.96 +10.72 mg/kg in dried moss
(Fig. 3) was observed. In samples of moss at 15 meters distance from the street,
the concentration of zinc was lower — 210.47 £7.24 mg/kg. In 25 meters from
the street zinc concentration decreased till 139.47 £5.24 mg/kg. In 35 meters
from the street, zinc concentration decreased till 118.44 +5.37 mg/kg. The low-
est concentration of zinc in samples of moss was observed at the 45 meters from
the intensive traffic — 89.52 +5.34 mg/kg. In control sample quite low concen-
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tration of Zn was determined — 6.03 +£2.15 mg/kg. Control sample was 41 times
lower in concentration of zinc than the sample located at 5 meters from the
street. It can be stated that Zn emission source could be high around intensive
traffic flow in GeleZinis Vilkas street (Fig. 3a).

At a distance of 5 meters from the street it was observed that the highest
concentration of zinc —352.14 £6.52 mg/kg in dried moss (Fig. 3b) was in
summer. In samples of moss at a distance of 15 meters from the street, the con-
centration of zinc was lower — 273.75 £8.40 mg/kg. In 25 meters from the
street, the concentration of zinc was equal to 128.01 +11.98 mg/kg. The lowest
concentration of Zn was observed at 45 meters from the Gelezinis Vilkas street
— 110.74 +£10.15 mg/kg. In control sample of moss small concentration of Zn
was determined — 7.49 +7.133 mg/kg, it was 47 times lower than closer to the
(in 5 meters) pollution source (Fig. 3b).

At a distance of 5 meters from the street, it was observed that the highest
concentration of zinc —344.65 £7.84 mg/kg in dried moss (Fig. 3c) was in au-
tumn. In samples of moss at a distance of 15 meters from the street, the concentra-
tion of zinc was lower — 217.82 £7.81 mg/kg. At a distance of 25 meters from
the street, zinc concentration decreased till 143.71 £9.52 mg/kg. In 35 meters
from the street, zinc concentration decreased till 123.19 +6.38 mg/kg. The lowest
concentration was observed at 45 meters from the Gelezinis Vilkas street
—90.88 £6.86 mg/kg. In the control sample small concentration of Zn was de-
termined — 6.17 +£6.13 mg/kg — 56 times lower concentration than in distance of
5 meters (Fig. 3c).

3.3. Zinc emissions from transport into atmosphere

Emission of zinc from transport in Gelezinis Vilkas street is presented in Fig. 4.
(in spring, in summer and in autumn).

The highest emission of zinc was calculated at 5 meters from the pollu-
tion source, this congruous (I don’t understand what you are trying to say,
please check) with the results from collected samples of moss, moreover, con-
centration tends to decrease from the source in both (real and modelled) cases in
spring. According to the Lithuanian Hydrometeorological Service under Minis-
try of Environment, an average of annual wind speed in Vilnius is 4 m/s. Ac-
cumulation of Zn has a strong relationship with the speed of wind. The highest
concentrations of Zn near emission pollution source in the atmosphere were
detected when wind speed was low (Fig. 4 a).
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3D Surface Plot of Zinc emissions by using Gaussian distribution (in Spring) 3D Surface Plot of Zinc emissions by using Gaussian distribution (in Summer)
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Fig. 4. 3D surface plot of Zn emission based on Gaussian distribution: a) in spring,
b) in summer, ¢) in autumn

In summer, the situation is almost the same like during the spring peri-
od. Zn emission had the tendency to decrease with the distance from pollution
source. The relationship of wind and zinc concentration is also the same. During
summer modelling, one more relationship was observed. The concentration
tends to increase with higher temperature, comparing with spring and autumn.
This relationship is presented in Fig. 4b, where concentration of zinc at 5 meters
reaches more than 1200 pg/m’ (in red colour) when the wind speed was 2 m/s.
This tendency is similar to results of analysed samples, where Zn concentration
was slightly higher in summer period than in spring. Moreover, the highest con-
centrations of Zn were found during the summer period.

The situation in autumn was almost the same like in spring (Fig. 4c).
This was due to the similarity of average ambient temperature (spring 6.2°C and
autumn 7.1°C). Strong relationship between wind speed and Zn concentrations
near pollution source was observed. Lowest concentrations of zinc were simu-
lated when the speed of wind is higher. Concentration of Zn had the tendency to
decrease with the distance from the pollution source — GeleZzinis Vilkas street.
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3.4. Correlation of experimental and modelling data

Correlations between experimental and modelling data were performed by the
Excel and software STATISTICA (Fig. 5).

For determination of correlation, Pearson coefficient was used. Correla-
tion between experimental data and modelling results was determined. The cal-
culated Pearson correlation coefficient for zinc was high —r = 0.8738.

Correlation of zinc, r= 0.8738
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Fig. 5. Correlation between experimental and simulated results for zinc

This shows, that real results and modelling results have strong relation-
ships, moreover, this helps to prove, that high concentrations of zinc were de-
termined due to pollution from intensive traffic (Fig. 5).

3.5. Comparing of modelling and experimental data

After modelling, experimental data and simulated results were compared. The
hypothesis of this calculation was such that traffic influences Zn concentration
in moss, therefore in order to get clear result of transport impact, from all con-
centrations at different distances it is necessary to make a subtraction of back-
ground pollution, for this case:

Concentration in moss - concentration of control sample = Concentra-
tion of HM caused by transport. This mathematical equation was suggested:

Cinmoss = K - (C modelled results) ! (5)

where: C in moss — concentration of Zn in moss from modelling results, K — em-
pirical coefficient, which converts results from mg/m’® to mg/kg, n — empirical
coefficient.
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The empirical coefficients K and n (K = 300 and n = 0.346) was calcu-
lated. All results and formulas for calculations are presented in Table 2.

From Table 2 it can be seen, that simulated results are quite similar to
investigation results, differences vary from 0.01 to 25%. In order to evaluate
investigation results, a mathematical model based on Gaussian plume was per-
formed. All data analysis were made in three main steps: mathematical model-
ling, calculation of correlation and, finally, in order to make sure that results
from mathematical modelling and experimental results can be compared, error
of calculation for Zn was calculated.

Table. 2. Comparison of experimental and modelled results of zinc concentrations

Real results | Modelled
Distance t,v) from results, Error Cfonverted res.ults
experiment | mg/m? rom modelling
m °C; m/s mg/kg mg/m? % mg/kg
f=(d-g-m) Cinmoss =K - (C
-100 /(d-m) modelled results)
pring period
5 339.96 1.08857 -1.85908 339.83347
15 210.47 0.22379 3.70181 196.59083
25 6.2: 4 139.47 0.08475 -5.51755 140.49345
35 < 11844 | 0.04389 | 020111 111.89152
45 89.52 0.02674 -13.3082 94.26109
500 6.33 0.00023 — -
Summer period
5 35214 | 113358 | -1.11259 344.63114
15 273.75 0.22480 24.97441 196.89790
25 131.55 0.08489 -16.9061 140.57256
35 1684 ™ 5801 | 0.04393 | 4.10017 111.92373
45 110.74 0.02675 5.19154 94.27753
500 5.08 0.00023 - -
Autumn period

5 344.652 1.09489 | -2.15008 340.51526
15 217816 | 022394 |  4.78291 196.63470
25 143.71 008477 | -6.11661 140.50475
35 714 723088 | 004390 | -0.01084 111.89612
45 90.877 | 0.02675| -18.4616 94263436
500 6.17 | 0.00023 - -

209
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Simulation model showed few strong important relationships with con-
ditions of the atmosphere. First is wind speed — the slower the speed — the high-
er the concentration of Zn near the emission source. Second is — the higher the
temperature — the higher the concentration of Zn, especially near pollution
source. That is why the model from summer period had the highest concentra-
tion of Zn. On the other hand, model does not include rain and snow precipita-
tion. Emission factor simulated for Zn was calculated and other input data was
chosen according to an average for one passenger automobile, which is the main
reason why it was difficult to expect accurate results.

It is important to note that the mathematical model was prepared for one
passenger car, in order to get main relationships between Zn dispersion and
atmospheric conditions. The results would be very inaccurate results if they
were simulated for all 1200 vehicles, because all vehicles have different tech-
nical characteristics — age, type of vehicle (passenger, bus, etc.) engine and fuel
type, different speed, different situations in traffic (peak hours, etc.).

4. Conclusions

For monitoring of zinc atmospheric deposition, it is popular to apply terrestrial
moss, because moss do not have any roots, their surface is large, they grow in
wide-spread population in groups, they have long life cycle, they survive in the
high-polluted environment, they are able to obtain nutrients from wet and dry
deposition and clearly reflect the atmospheric deposition. All these environmen-
tal characteristics prove that moss is a good indicator in airborne pollution mon-
itoring, especially in HM monitoring.

Samples of moss accumulate high amounts of precipitation, according
to the calculations, moisture in Pylaisia polyantha moss were in the range of
13.82-60.07%. Results of moisture content show that it is important to take
large amount of samples during sampling process, because after the drying of
moss, the sample can be lost due to underweight. According to the measure-
ment, the ratio of mass - loss in samples of moss was 73.28-83.18%.

Investigation results of this work clearly present a strong traffic-related
gradient - zinc concentrations in samples of moss tends to decrease with dis-
tance from the source of pollution — Gelezinis Vilkas street. At the distance
5 and 15 meters from the Gelezinis Vilkas street Zn concentrations were con-
siderably high and it reveals that the moss Pylaisia polyantha near intensive
traffic are heavily polluted.

Sample of moss were collected three times in different sessions (spring,
summer, autumn). There were no significant changes in Zn concentrations be-
tween these periods. Results of different seasons vary in range of 3-10 mg/kg
for Zn. This insignificant variation could be due to short period of investigation.
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The highest concentration of zinc accumulated in samples of Pylaisia poly-
antha was recorded at 5-meter distance from the street. The highest concentration of
zinc was found during summer season — 352.14 £6.52 mg/kg. At the distance of
15 meters from the street the highest concentration of zinc was also found in sum-
mer season — 273.75 +£8.40 mg/kg. At 25 meters from intensive traffic Zn concen-
tration in autumn season was 143.71 £9.52 mg/kg. The highest concentration of Zn
at the 35 meters from intensive traffic flow was 128.01 £11.98 mg/kg. At 45 me-
ters from the street moss contain 110.74 +10.15 mg/kg of zinc and this was the
highest concentration, which was determined in summer season. In sample of
control at 500 meters was found 6.325 £2.13 mg/kg of Zn.

Mathematical modelling results based on Gaussian plume is presented.
Zn emission dispersion from pollution source was calculated only for one vehi-
cle, in order to reach as clear as possible relationships between environmental
conditions and dispersion of Zn emission from vehicle exhaust fumes pipe. It
was not possible to calculate total pollution, caused by highly intensive traffic,
because there are no accurate data about different types of vehicles, for exam-
ple: engine type, fuel type, age and other factors, which could have an influence
on the modelling results. It was observed during modelling, that the concentra-
tion of Zn tends to decrease with the distance from pollution source. The same
trend was observed in the experimental research. Moreover, a strong relation-
ship between wind speed and Zn concentration was observed — the slower the
wind speed, the higher the concentration of zinc in moss near pollution source.
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Abstract: This paper presents a prototype of a thermo-hydraulic distributor for
a hybrid boiler station supplying a small hotel in Koszalin. The task of the device
was to balance the hybrid system with four circuits with different operating
parameters, also changing in an extremely irregular manner. A prototype of
a thermo-hydraulic distributor with improved internal structure was developed,
ensuring the operation of the device in accordance with the temperature logic.
Dimensions of the device have been calculated in accordance with the existing
design principles of hydraulic distributors.
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temperature logic

1. Introduction

Hybrid boiler stations with heating and supply circuits with different operating
parameters are very effective and at the same time complex heating systems that
need innovative technological solutions for their correct balancing both hydrau-
lically and thermodynamically in order to achieve high operating efficiency
(Szkarowski et al. 2007). In line with the policy of the European Union coun-
tries, it is of key importance, inter alia, for increasing the improvement of ener-
gy efficiency in the residential sector (Zelazna 2012). One of such devices in-
fluencing the correctness and efficiency of operation may be an innovative
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thermo-hydraulic distributor, the feature of which is a serial connection of boiler
and heating circuits (Szkarowski et al. 2007).

In recent years, many heating systems have been developed based on
the economization of the process of preparing and supplying heat to consumers,
minimizing both losses and energy consumption costs. The essences of the
planned energy — efficient economy in modern heating systems are the appro-
priate, precise design criteria and quality assumptions (Orlowska 2020). The
design criteria include: type and number of heat sources, method of heat distri-
bution, type of heating devices and regulation system. The qualitative assump-
tions take into account: the specificity of systems that require a lowered or in-
creased temperature of the heating medium, periodic overheating in the hot
water system, associating heat from primary and alternative sources, and using
the heat of the flow returning from the system in the absence of consumption. In
such a defined thermal energy management system, newer solutions can be
noticed in technological systems such as: layered heat buffers, vertical hydraulic
distributors (PRH), ZORT — System hydraulic distributors and mini — hot water
nodes. Despite numerous examples of their effective application, especially in
housing construction, paradoxically new problems may arise related to their
comprehensive operation (Szkarowski & Naskret 2008). The most common
problems during the operation of new systems include:

e overheating or underheating of buildings, while overheating increases en-
ergy costs,

e too long heating time of rooms after the morning start — up of the system,

o failure to ensure the required thermal comfort, despite the use of devices
with the required thermal power,

e too large fluctuations in air temperature in rooms caused by improper oper-
ation of control valves or improper difference between the supply and re-
turn water temperatures,

e too low temperature of hot water during its distribution,

e reduction of the efficiency of the heat source or sources by insufficient use
of thermal energy in receiving circuits (Szkarowski & Naskret 2008, Dopi-
eralska et al. 2015).

The technology of heat supply in multi — family buildings, offices, pub-
lic buildings, etc., is more and more often characterized by diversified operating
parameters of heating, hot water, ventilation and air conditioning circuits.
Moreover, they can be powered from several sources and cooperate with renew-
able energy sources (RES). The main condition for the proper functioning of
these systems in terms of hydraulics is the elimination of the mutual influence
of water flows, e.g. caused during pump switching on, and from the thermody-
namic point of view — the supply of a heating medium with an appropriate sup-
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ply and return temperature for each circuit, consistent with the adopted calcula-
tion parameters. Economical selection of the number and parameters of devices,
mainly such as boilers, pumps, control valves, etc., is possible when the techno-
logical system is separated into a boiler circuit (primary) and a heating circuit
(secondary) (Szkarowski 2019).

The commonly used PRH or ZORT — System distributors use the prin-
ciple of parallel coupling of hydraulic circuits. In the case of PRH, the circuits
remain thermodynamically independent, while the ZORT — System devices are
the zero point in terms of hydraulics and thermodynamics. Where heat loads
differ and change unevenly over time, the common principle of parallel cou-
pling of hydraulic circuits into one system may not be entirely effective.

Vertical hydraulic distributors (PRH and others) only provide hydraulic
balancing at the same flow temperature of the circuits equal to the temperature
of the heat source. ZORT distributors equalize the temperature of all flows re-
turning to the coupling and this temperature is the same for supplying these
circuits. The multi — section ZORT — Multi devices allow you to combine ther-
mally diverse circuits. However, when the heat demand of these circuits varies,
additional devices are needed.

Serial coupling of heat consumption circuits with a gradually decreasing
supply temperature of the circuits (according to the so — called temperature log-
ic) is particularly advantageous when efficient condensing heat sources are used
(Janta-Lipinska 2020). Compared to parallel systems, the series circuit enables
the guaranteed return water parameters from the heat source to be obtained for
a longer time during sudden and unpredictable fluctuations in the heat load.
Serial connection of circuits allows to avoid mutual hydraulic and thermody-
namic contradictions or at least to alleviate these contradictions (Shkarovskiy &
Zelenov 2012).

2. Object, goals and methodology of research

The object of the research is the hotel "Services & Bistro" in Koszalin. The
facility has a multi — circuit heating system, which is characterized by the de-
mand for a heating medium with very varied parameters, which also change
in an extremely irregular manner. It was the unpredictable nature of these
changes that initiated the idea of balancing them with an improved serial hy-
draulic — distributor and the need for this solution.
The facility has 4 heating circuits:
1. Hot water with the parameters of the heating medium 70/50°C and the power
of demand Q = 25 kW,
2. Mechanical ventilation with the parameters of the heating medium 50/40°C
and the power of demand Q = 35 kW,
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3. Radiator heating with the parameters of the heating medium 45/35°C and the
power of demand @ = 17 kW,

4. Floor heating with the parameters of the heating medium 42/30°C and the
power of demand Q@ =4 kW.

The diagram of the existing hybrid boiler station is shown in Figure 1.
The system includes: heat generation circuit, internal systems circuits consum-
ing heat, and indirect systems of heat exchangers, heat storage and distribution
systems. An additional element is the cooling system of the mechanical ventila-
tion circuit.

EXISTING STATE Radiator heating
17kwW

T
AN

Floor heating
14 bathrooms, 3 shared toilets,

Mechanical -429(2 AkW
ventilation = 2 staff toilets, kitchen (5 sinks, 8 Slcl’la;
35KW 300C 2 washbasins) and a dishwasher ;‘Zr:g ars
Hot water tank
/ ACV smart 210! Bivalent buffer
DN40D> \ ] 30°C tank 1000l
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- pressure relief valves - installation of refilling in the solar part

Fig. 1. Technological scheme of a hybrid boiler station in Hotel Services & Bistro

The diagram omits a number of typical devices that are not significant
in terms of system operation.
In terms of technology, the scheme of the boiler station can be divided
into four units:
1. Main heat source — gas condensing boiler PLUS 100M from POWER with
two heating elements with a total power of 90 kW.
2. Auxiliary heat source — 8 solar collectors with an area of 2 m? each as the
main heat source in the summer period.
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3. Heat storage system — bivalent buffer tank with a capacity of 1000 dm’
S — PD Capito.

4. Domestic hot water heating system — ACV smart 210 shell heat exchanger
with a capacity of @ = 25 kW, supplying batteries in 14 bathrooms, 3 shared
toilets, 2 toilets for staff. The kitchen has 5 sinks, 2 washbasins and a dish-
washer.

Currently, the role of a serial distributor is a stainless steel pipe with
a diameter of DN100 with pipe stubs of DN32 and DN25. The distributor was
tilted assuming that the change in density would act by gravity in the direction
of the fluid's movement. During the tests, it was found that it is of little
importance in the case of the pump cycle. However, the tilt of the device has
proven useful in bleeding and desludging. The pipe stubs in the distributor are
immersed to the half of the pipe diameter, and besides, the device has no addi-
tional internal elements. The heating circuits are connected in serial to each other,
from the highest parameters to the smallest, as shown in the diagram (Fig. 1).

Fig. 2. Photo of the device prototype during operation

The research problem of this boiler station is the temperature fluctuation
of the supply heating medium, especially in subsequent circuits, at the moment
of peak power demand. The authors concluded that the existing distributor,
despite its simplicity, performs its task well, but requires improvement.
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The aim of this research was to develop a concept of a thermo-hydraulic
distributor, the task of which is the optimal hydraulic and thermodynamic bal-
ancing of hybrid boiler station systems with heating and supply circuits with
different operating parameters. The research method was mainly theoretical
calculations based on the initially obtained technological information and par-
tially on the performed measurements.

3. Working on a conception
3.1. Principles of operation of the device

As mentioned above, the basic idea behind serial connection of circuits needed
to be improved. The concept of an improved serial thermo-hydraulic distributor
was developed. The method of its operation is based on appropriate separation
of the flow in each segment of the distributor supplying the receiving circuit.
The part that feeds this circuit is separated from the common flow with
a predetermined flow rate and temperature. The remainder of the flow moves
freely, mixing with the recycle flow.

After the temperature has stabilized, the combined flow feeds the next
distributor segment. The establishing mixture temperature is the design temper-
ature for supplying another recipient circuit. This means that the device works
by the so — called temperature logic.

3.2. Design of a thermo-hydraulic distributor

The shape of the device is in the form of a cuboid with a total length
L =1170 mm, height H =200 mm and width W =200 mm (Fig. 3).

The device consists of 5 segments of various lengths resulting from
technological or design requirements. The division into segments was made
with the use of PPy perforated plates. Their function is to even out and calm
the flows after they have been combined and mixed.

Moreover, each segment is equipped with a dividing plate DPy.4. Struc-
turally, the partition divides the segment into a division zone DZ;4 and a mix-
ing zone My.4. The hydraulic operation of the partition is complex. First, it pro-
motes the separation of part of the inlet flow for the next cycle from the part of
the flow moving on. Second, the partition disturbs the flow and ensures effec-
tive mixing with the return flow. This helps to obtain a homogeneous mixing
temperature in the entire volume of the zone.
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Fig. 3. Construction of an improved thermo-hydraulic distributor

DN32 pipe stubs are used for the Ist, 2nd and 3rd circuit and boiler
connections. Circuit 4 pipe stub are DN25 (according to the existing technolog-
ical state). For an efficient mixing process, the length of the return pipes stubs
are the same as that of the dividing plates.

3.3. Theoretical basics

Along with the changes in the design of the device, the previously developed
theoretical foundations of its operation (Szkarowski et al. 2007) have been
clarified.

First divider segment DS, is supplied from the boiler with the heating
medium flow G; about the inlet temperature # (Fig. 3). Then the inlet flow is
divided. Thanks to the design of the distributor, a heating flow is generated in
the division zone DZ; with the temperature #; = t; and the flow rate Gi,, propor-
tional to the design power of the heating circuit "1". This flow feeds the first
circuit.
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The remainder of the flow, with a flow rate G; - Gj; and a temperature
ty, flows around the dividing plate DP; and is mixed with the recycle flow of
circuit "1" with a flow rate G,; = Gj; and a temperature outlet Z,.. A mix flow G;
at temperature 1 is formed.

This flow leaves the first distibutor segment and feeds the second seg-
ment through the perforated plate PPy. The principle of operation in subsequent
segments is the same as for the first.

Summarizing for the operation of the entire device can be saved:

Gi=Gi=G:=G3=G4s=Go (D
L=t tm =, =13, tw3=1tu, tu=1 2)
Gi=Go;, Go=Gn; Giz=Go3; Giu= Gos 3)
where:
G.
t, =t — E 4
ml i Gl(ti_tal) ( )
G.
t =t ————2 5
m?2 ml Gz(tml —t02) ( )
G,
t .=t ———153 6
m3 m?2 G3 (tm2 _ t03) ( )
G.
by = s~ )

3.4. Design calculations

The common principle of dimensioning vertical hydraulic distributors is used in
the distributor design. It consists in determining the size of the distributor diam-
eter D as a function of the diameter of the inlet conduit d.

It is assumed that the water velocity in the inlet stub pipe is 0.7-0.9 m/s,
while the average water velocity in the device itself should not exceed 0.10-
0.15(0.20) m/s (Mizielinska & Olszak 2005). With this assumption, the condi-
tion for optimal dimensioning is D > 3d (Szkarowski et al. 2007).

However, the case under consideration differs significantly from verti-
cal distributors. First, the distributor works in series. The device is not vertical
but slightly inclined. In addition, the device has the shape of a cuboid. These
differences caused the D/d ratio to be quadrupled. Size D was assumed to be the
lateral side of the cross — section.

The distance between the connection pipe stub in vertical distributors is
(3-4)d. This ensures proper mixing of the flows and stratification of the tempera-
ture field (Mizielinska & Olszak 2005). In the case at hand, the stratifying princi-
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ple is not applied. However, due to the good mixing, this ratio is correct. The
same distance of 130 mm has been assumed for the DN32 and DN25 pipe stubs.

The next step in the design was the dimensioning of the perforations of
the perforated plates. The general rule is that the cross — section of the perfora-
tion in the light should be approximately three times larger than the inlet stub
(Szkarowski et al. 2007). As the cross — sectional area of the DN32 pipe stub is
approx. 1000 mm?, the required area of perforation is approx. 3000 mm?Z.
In order to reduce the hydraulic resistance, this ratio was increased by 1/3, i.e. to
approx. 4000 mm?>.

The final symmetry design decided to use 81 perforation holes with
a diameter of 10 mm (Fig. 4. a). The dimensions of the dividing plate (Fig. 4. b)
were determined by the issues of effective division of flows in front of it and
effective mixing of flows in the mixing chamber.
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Fig. 4. Perforated plate a) and dividing plate b)

4. Summary

An improved design and operating principles of the thermo-hydraulic distribu-
tor were developed, the purpose of which is to balance the hybrid boiler station
system with heating and supply circuits with different operating parameters in
a hotel located in Koszalin.
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A characteristic feature of the device is its internal structure, which al-
lows the flows to be divided and mixed in order to adapt to the calculated tem-
perature of the heating medium for the given circuits according to the tempera-
ture logic.

There is no such type of distributors on the market. However, the length
of the device may be a problem, as the more heating circuits, the longer the
manifold becomes. This would require more space in the boiler station or in the
district heating substation. For a given object, this length was not a problem for
the placement and assembly of the device.
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Abstract: Kazakhstan is a country experiencing tangible environmental problems.
Currently, it faces numerous environmental problems such as air pollution, water
pollution, exploitation of natural resources, negative consequences of mining, etc.
In order to cope with environmental problems, a number of legislative acts have
been enacted: the Environmental Code, the Water Code, the Forestry Code,
a number of laws and government decrees that provide a legal basis for sustainable
development. But, unfortunately, these laws and policies were not properly
implemented due to issues such as inconsistency, weak enforcement, the presence
of internal contradictions, gaps, and discrepancies, etc. As a result, the current
legislation in the field of environmental protection does not meet the development
objectives of our country, its lack of transparency hinders the development of the
economy, and indistinctness reduces the competitiveness of domestic producers in
the world market and the volume of investments attracted to the economy. Many
aspects of the state's environmental activities remain unregulated from a legal point
of view, which, on the one hand, leads to a deterioration in the quality of the
environment and the plunder of natural resources, and on the other hand, creates

© 2021. Author(s). This work is licensed under a Creative Commons
BY SA

Attribution 4.0 International License (CC BY-SA)



Problems of Environmental Law: Possibilities. .. 225

conditions for the development of corruption. This study proposes individual
solutions to problems in the environmental sphere by creating new legal norms, as
well as eliminating contradictions between existing regulatory legal acts,
systematizing legislation and establishing a unified practice of applying norms. It is
concluded that the implementation of environmental human rights depends on the
quality of regulatory legal acts and their effective application.

Keywords: sustainable development, environmental law, environmental impact,
environmental protection

1. Introduction

The Environmental Code of the Republic of Kazakhstan does not directly indicate
the purpose of environmental legislation. It should be noted that until now, the
state policy of Kazakhstan in the field of environmental protection has been fo-
cused on ensuring environmental safety, that is, the protection of natural systems,
the vital interests of society, and the rights of the individual from threats arising
from anthropogenic and natural impacts on the environment (which was, in par-
ticular, reflected in the Concept of Environmental Safety of Kazakhstan for
2004-2015, which has lost its force today). «Environmental safety, as a compo-
nent of national security, is an indispensable condition for sustainable develop-
ment and is the basis for the preservation of natural systems and the maintenance
of appropriate environmental quality. The Kazakhstan political and legal mecha-
nism for ensuring environmental security against the background of multilateral
and dynamically evolving international institutions has not achieved any signifi-
cant efficiency yet» (Buribayev et al. 2020).

Meanwhile, global trends pose new challenges for Kazakhstan and more
strategic, long-term goals that go beyond ensuring only environmental safety and
require creating conditions for the sustainable development of the country and
society. In this regard, the main goal of Kazakhstan's environmental legislation
should be to promote sustainable development of the country, including in the
field of environmental protection, the transition to a "green" economy to ensure
a healthy and favorable environment for today's living and future generations.

As for the sphere of regulation, then, in the broadest sense, environmen-
tal law is aimed at regulating social relations arising from the interaction of soci-
ety and nature, first of all, the influence of human activity on the natural environ-
ment. Therefore, it includes as a direct "environmental" aspect - environmental
protection ("environmental law"), the core of which is the prevention and control
of pollution, and relations in the field of natural resources management ("natural
resource” law). The fact that in most countries of the world environmental legis-
lation is not codified, but is represented by a large number of separate laws in
various areas of environmental and natural resource law determines the complex
nature of this industry. Among European countries, the exceptions are countries
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such as France, Sweden, and Luxembourg (Percival et al. 2017), which have in-
dependent environmental codes, the coverage of regulated relations in which, at
the same time, varies significantly. «With the proposed concept of sustainable
development, being popularized in the late 1980s, environmental legislation in
developed countries began to shift and has changed from focusing on pollution
and treatment to prevention and a holistic approach to the whole process of man-
agement of natural resources development and utilization. Moreover, an accom-
panying shift has also been to focus on national legislation to address deals with
the international common environmental issues through legislation. Today, leg-
islation has become sophisticated and comprehensive, even with acknowledged
limitations in applying it effectively. At the same time, environmental legislation
in developing countries has also been improving step by step» (Mu et al. 2014).

Environmental legislation of the Republic of Kazakhstan is a complex
branch of legislation. Based on the Constitution of the country, it is at the junction
of public and private law and includes norms of various branches of law (civil,
administrative, business, criminal, and others). Following the Constitution (para-
graph 1 of Article 31), the state aims to protect the environment favorable to hu-
man life and health. Besides, according to paragraph 3 of Article 6 of the Consti-
tution of Kazakhstan, the land and its subsoil, waters, flora, and fauna, and other
natural resources are in state ownership. Thus, the state, on the one hand, ensures
environmental protection, and, on the other hand, exercises the powers of the
owner of natural resources (possession, use, and disposal under the law).

In Kazakhstan, with the adoption of the Environmental Code in 2007, the
formal separation of the branches of environmental legislation (Environmental
Code of the Republic of Kazakhstan; partially - the Law "On Specially Protected
Natural Areas") and natural resources (Land Code, Water Code, Code "On Sub-
soil and Subsoil Use", Forest Code, Law "On the Protection, Reproduction and
Use of Wildlife") legislation. At the same time, relations in the field of natural
resource management are significantly influenced by environmental standards.
At the same time, it should be noted that the Environmental Code of the Republic
of Kazakhstan, going beyond the environmental function, regulates certain issues
of natural resource management (concepts and types of natural resource use, the
grounds for the emergence of the right of special nature use, and others), which
is the subject of regulation of special, natural resource legislation, and existing
the natural resource laws of Kazakhstan in some cases contain environmental re-
quirements (that is, requirements for environmental protection), which can cause
contradictions and inconsistencies between the natural resource and environmen-
tal legislation.

Legal analysis of the legislation also revealed the presence in the Envi-
ronmental Code of reference norms that do not have any legal significance, there
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is a duplication of norms. Such and other shortcomings of the environmental leg-
islation of Kazakhstan should be subjected to critical analysis and, if necessary,
should be harmonized with each other, and individual norms should be removed
(in case of duplication or loss of relevance) or transferred to the relevant law,
while a clearer distinction should be made between the norms of environmental
and natural resource law, provided that they are interconnected and interact.

There is a need to revise the terminology used in the system of environ-
mental legislation, introduce new terms, for example, "polluter", "operator" or
"person having an impact on the environment", as is customary in the legislation
of developed foreign countries (EU, USA, other developed countries).

The system of regulation by subject composition requires a radical revi-
sion: the number of regulated entities should be optimized to improve the quality
of control of those entities that make or may make the greatest contribution to the
deterioration of the environmental situation in the country, and regulatory re-
quirements for entities that have a minimal or insignificant impact on the envi-
ronment should be reduced.

The authors proceed from the fact that legislative regulation of environ-
mental protection and nature management is the most important (but not the only)
lever for solving environmental problems. The manuscript includes an analysis
of the adopted and upcoming laws, the development of recommendations for their
improvement. The main goal of this work was the development of a system of
environmental legislation. This can be achieved by improving existing laws, iden-
tifying and filling gaps in existing environmental legislation, development of rec-
ommendations for the further development of environmental legislation.

2. Principles of legal regulation in the field of environmental protection

The principles of legal regulation in the field of environmental protection are listed

in Article 5 of the Environmental Code of the Republic of Kazakhstan, while:

a) the content of such principles is not disclosed, which complicates the applica-
tion and interpretation of environmental legislation;

b) the principles are very extensive and do not always fully comply with the prin-
ciples of international environmental law;

¢) some principles are not always observed in the norms of environmental legis-
lation, which calls into question their fundamental nature (the principle of
"harmonization of environmental legislation of the Republic of Kazakhstan
with the principles and norms of international law" is rather a principle of state
legislative policy in the field of environmental protection than a principle of
legislation. The wording of this principle can be finalized by developing the
meaning of Article 8 of the Constitution of the Republic of Kazakhstan, ac-
cording to which the Republic of Kazakhstan respects the principles and norms
of international law, in particular, by proclaiming the undeniable influence of
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the generally recognized principles of international environmental law on the
national environmental legislation of Kazakhstan and the need to take them
into account in law enforcement);
d) certain principles, in their essence, are not legal principles (for example, "state
regulation in the field of environmental protection and state management in
nmn

the field of use of natural resources", "interaction, coordination of activities of
state bodies for environmental protection").

The principles of law should contain the fundamental ideas that deter-
mine the very essence and purpose of the rules of law and fill in the gaps in reg-
ulation. In this regard, the principles of environmental legislation should be crit-
ically revised, optimized, and filled with a more capacious, fundamental content,
which will be deciphered in detail and will determine the further content and di-
rections of legal regulation.

We believe that the fundamental principles should include, among other
provisions:

e the precautionary principle, according to which the lack of certainty should
not be a reason for refusing or delaying the adoption of effective and propor-
tionate measures aimed at preventing the risk of causing significant and irre-
versible damage to the environment;

e the principle of prevention and control, under which it is required to prevent
the formation of contaminants, primarily at the source and control and to the
extent possible, eliminate the resulting pollution of the environment, for
which is necessary to take all necessary measures, including the use of best
available technologies, methods, and techniques, taking into account tech-
nical, technological and socio-economic aspects, with the overall aim of
achieving a high level of environmental protection as a whole;

e the "polluter pays" principle;

e the principle of integration, according to which, to achieve sustainable devel-
opment of the state, environmental protection should be an integral part of
such development and cannot be considered in isolation from it. "Environ-
mental legislation requires a socio-ecological focus, bringing together all the
pillars of sustainable development in a unified manner. There is real potential
for resilience to become integrated into environmental law though with the
assistance of additional policy" (Wright 2014);

o the principle of participation and involvement of society, which requires that
everyone has access to environmental information, including information on
environmentally hazardous substances and activities, and according to which
the public should be involved in decision-making processes related to the im-
plementation of projects that have a significant impact on the environment,
including in the planning of settlements, industrial facilities, roads, etc.);
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o the principle of the inevitability of responsibility for causing environmental
damage, the completeness of compensation for environmental damage, ac-
cording to which the person responsible for the caused environmental damage
must eliminate or compensate it in full.

The consolidation of clear, concise, and understandable principles will
contribute to the maximum harmonization of legal norms, clarity in law enforce-
ment, and, most importantly, the achievement of long-term goals to ensure a fa-
vorable environment and sustainable development of the country and society.

3. The quality of the environment

In developed foreign countries, environmental norms, regulations, and standards
are included in the system of environmental legislation and are supported by se-
rious legal guarantees. These norms clearly define the natural objects and re-
sources to be protected, permissible levels of impact and indicators of permissible
technogenic oppression, list sanctions for violation of norms and regulations,
methods of monitoring the implementation of environmental requirements. Such
a regulatory framework is becoming an important tool of public administration in
the field of environmental protection.

Despite the important reforms carried out within the framework of the
Environmental Code of the Republic of Kazakhstan in 2007, the use of modern
approaches in regulating the quality of the environment is extremely limited. In
Kazakhstan, there is no system of proper environmental standards for environ-
mental quality, so a set of sanitary and hygienic standards is mainly used.

Kazakhstan has not approved and officially does not have its own (na-
tional) and independent environmental standards regulating the levels of anthro-
pogenic impact on nature and habitat, which form the basis of environmental reg-
ulation. The entire field of environmental regulation related to man-made envi-
ronmental pollution is based on hygienic standards established for compliance
with sanitary and hygienic requirements. However, sanitary and hygienic stand-
ards are focused exclusively on human health and do not take into account the
conditions of preservation and stability of natural ecosystems. Permissible pollu-
tion for humans can lead to a violation of the physiological state of many species
of plants, animals, and the entire ecosystem as a whole.

The existing approach to the legislative and regulatory framework in Ka-
zakhstan causes the presence of an inadequately wide list of pollutants subject to
environmental regulation and requires extremely low concentrations in the envi-
ronment. In Kazakhstan, the number of regulated parameters (more than 1,000)
significantly exceeds the number of equivalent parameters used in the EU coun-
tries. At the same time, a large number of regulated parameters and more stringent
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requirements for maximum concentrations in Kazakhstan do not guarantee the
achievement of a higher environmental quality.

According to OECD experts, the excessive vastness and rigor of Kazakh-
stan's regulations is based on deliberately unrealistic assumptions and imposes
requirements that, in many cases, cannot be achieved even with the use of the
most advanced available techniques that ensure the lowest possible levels of
emissions, or requires financial investments that are unaffordable for most indus-
trial enterprises in the country. Also, in practice, the number of parameters that
can be controlled remains small. Toxic pollutants are not fully covered in Ka-
zakhstan's current monitoring programs, and laboratories are not always equipped
to analyze controlled substances. At the same time, substances subject to priority
control for water resources in the EU countries in Kazakhstan are covered only
by about one-third of the parameters (SC MNE RoK 2019).

Taking into account the current environmental situation in Kazakhstan
in many cities, the maximum permissible concentration of harmful substances, in
fact, is, at best, the target indicators of environmental quality, to which it is nec-
essary to strive.

Recognizing the importance of the existing system of maximum permissi-
ble concentrations of harmful substances as a necessary but important measure to
curb the further growth of pollution, it should be recognized that there is a practical
need to develop new approaches to environmental regulation and rationing.

Approaches to environmental quality standards should be reviewed in
the light of international experience and set at reasonable and realistic levels, that
is, striking a balance between what is desirable from an environmental point of
view and what is feasible from a technical and economic point of view. A clearer
distinction should be made between environmental quality standards and stand-
ards for permissible environmental impact (including the cumulative impact
within specific territories, zones).

It is necessary to lay down rules on the gradual transition from sanitary
and hygienic standards to environmental standards adopted and used in the EU
and OECD countries (for example, the EU Directive 2013/39/EU on priority sub-
stances in the field of water policy, the EU Directive 2008/59/EU "On atmos-
pheric air quality and Cleaner air for Europe", the Protocol on Heavy Metals, the
Gothenburg Protocol to the Convention on Long-range Transboundary Air Pol-
lution, etc.). At the same time, taking into account the need to gradually improve
the quality of the environment (by achieving the target parameters) and the de-
velopment of green technologies, the possibility of gradually introducing new
standards with more stringent requirements in the future should not be excluded,
to the extent that this is justified from a technical, technological, environmental
and economic point of view. This approach will make it possible to set specific
medium- and long-term tasks for enterprises to reduce emissions and improve
environmental efficiency and purposefully manage these processes.
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4. Environmental control and enforcement

Enforcement measures should be based on a strong regulatory framework and
achieve several goals, the main of which is to return the violator to environmental
compliance. In general, an effective enforcement regime should provide for the
flexible application of a wide range of proportionate penalties, allowing the au-
thorities to respond according to the specific case and nature of the violation.

The hierarchy of enforcement measures is often depicted as a so-called
"enforcement pyramid", which implies that regulatory authorities are willing to
toughen penalties when soft measures to eliminate violations do not lead to envi-
ronmental compliance and that the penalties at the top of the enforcement pyra-
mid are sufficiently serious and effective to prevent possible violations.

To translate this theory into practice, Kazakhstan at the top of the en-
forcement pyramid provides sufficient punishment as a harsh deterrent to repeat
violations. For example, environmental crimes are punishable by various sanc-
tions, including imprisonment for up to 8 years, and ecocide for up to 15 years.
At the same time, the “enforcement pyramid” method requires further develop-
ment since there is insufficient understanding of the need to take less stringent
measures at the base of the pyramid.

In contrast to the OECD countries, where non-reprisal measures are usu-
ally taken first to eliminate an administrative offense, in Kazakhstan, administrative
fines are a legal instrument at the bottom of the pyramid of administrative law en-
forcement. A negative factor is that the activities of regulatory authorities are as-
sessed by the number of fines imposed, which creates false incentives for environ-
mental inspectors to issue fines in the vast majority of cases (OECD 2017).

Many effective alternative legal instruments of influence used in the
OECD countries are not used in Kazakhstan. As international practice shows,
non-reprisal measures give the offender a sufficient opportunity to eliminate the
violation without loss of tangible and intangible assets, while ensuring a more
favorable state of the environment. Such measures are quite effective in countries
such as Finland, Japan, the Netherlands, the United Kingdom, and others. For
example, in Japan, the main purpose of administrative action is not to impose
fines, but to direct the operator towards compliance with environmental require-
ments, about which they are given specific instructions for execution. Tougher
enforcement measures (including fines) are only taken in cases of significant or
repeated violations (OECD 2019).

The lack of preventive responses in the law enforcement system in Ka-
zakhstan does not allow us to assess the effectiveness/sufficiency of the use of
harsher penalties. Theoretically, the deterrent effect of the latter can be judged by
the probability of correcting violations with the help of soft measures that form
the base of the pyramid of law enforcement.
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There is a demand for the introduction of provisions aimed at improving
the environmental control system by introducing alternative measures of influ-
ence (as opposed to using only monetary penalties), including the use, where ap-
propriate, of preventive enforcement measures (for example, a warning, includ-
ing oral, etc.) in the event of violations.

The existence of strict penalties for violations of environmental legisla-
tion is in itself insignificant to ensure a high level of environmental protection if
there is no mechanism for timely and effective detection of environmental non-
compliance.

The legislation of Kazakhstan imposes several requirements and re-
strictions on the system of inspection inspections (a long period between sched-
uled inspections, the need for prior approval and registration, early notification
of the subject of control about the inspection), which reduce the likelihood of
detecting violations. “For environmental legislation to 'work’, it must not only be
well designed but also efficiently and effectively enforced. Strategies must be
developed as to how inspectors should go about the task of intervening in the
affairs of regulated organizations to ensure compliance and enforcement” (Gun-
ningham 2011).

According to the recommendations of the OECD experts, in addition to
inspections carried out by the state, the status of environmental compliance can
be verified by monitoring the environment near the site, the results of the opera-
tor's industrial environmental control program, inspections of the production pro-
cess chain, independent audit, and public monitoring. Inspections carried out by
public authorities remain the basis of all environmental control systems. At the
same time, a simple visit to the site, but without the application of administrative
measures, in some cases can have a greater effect on the level of environmental
compliance than penalties (OECD, 2017).

However, this form of control and supervision does not fully meet the
goal of ensuring a high level of environmental protection. Preventive control and
supervision with a visit to the subject (object) of control and supervision in the
field of environmental protection can be initiated only by the results of an un-
scheduled inspection (in compliance with all relevant requirements and with the
application of all relevant consequences, including administrative sanctions).
Verification when individuals and legal entities address specific facts about caus-
ing harm, including the environment, refers to unscheduled inspections, and not
to preventive control and supervision with a visit to the subject (object) of control
and supervision.

The introduction of provisions on such a form of state monitoring of envi-
ronmental compliance as "site visits" is in demand. It is necessary to allow envi-
ronmental inspectors to visit Category I facilities suddenly (without a complex reg-
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istration and warning mechanism) when receiving a message from public associa-
tions in the field of environmental protection (public environmental control), with
the possibility of short-term finding and monitoring production processes in order
to determine their environmental compliance or, in case of non-compliance, warn-
ing the enterprise about them and providing recommendations for their elimination.

Thus, the state inspector performs the function of an auditor who helps
to identify nonconformities and is limited only to notifying the subject (orally or
in writing) of an existing or potential nonconformity, without initiating adminis-
trative proceedings, issuing an order to eliminate violations and without applying
rapid response measures, any administrative, law-limiting, or other coercive
measures. In case of detection of an obvious fact of causing damage to the envi-
ronment, an unscheduled inspection should be scheduled by the grounds and pro-
cedure established in the legislation. Such a system will increase the probability
of detecting environmental inconsistencies and ensure transparency of enterpris-
es' activities.

In Kazakhstan, participation of public and NGOs in detecting non-com-
pliance with environmental requirements and in law enforcement is very epi-
sodic. Most often, NGOs use their right to signal to authorized state bodies about
non-compliance by enterprises with environmental requirements. There is a de-
mand for elaboration and consolidation of provisions on increasing the role of
public organizations and the public in the field of environmental control and law
enforcement, strengthening the norms on public control. "Deficits in the promul-
gation and implementation of environmental legislation and citizen participation
have been and will continue to be a major impediment to environmental protec-
tion and natural resource conservation and management in most developing coun-
tries. What is actually required is the enactment of effective environmental legis-
lation that encompasses environmental standards, management objectives, and
priorities in a contextual domestic and global environment as well as a develop-
ment framework, with domestic law development in respect of liability and com-
pensation for environmental perturbations caused to individuals. Extensive
measures coupled with a legal stance may be the option for the facilitation of
effective citizen participation to equilibrate the prevailing elite domination of
questions pertaining to technical policy making" (Chukwuma 1996). Moreover,
as the studies have shown, corruption, poor enforcement, and the muzzling of civil
society render the state incapable of resolving arguably its most significant envi-
ronmental challenge: illegal and unregulated resource use (Newell & Henry, 2016).
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5. Social impact tools and analytical framework for violations

For environmental enforcement to be effective and efficient, it must be based on
a solid analytical framework. In addition, the principles of transparency, account-
ability, and public access to information must be applied in practice to ensure that
penalties are fair.

In addition to the tools of state influence, in OECD countries, great im-
portance is given to the social impact on the violator, which provides for manda-
tory publication of the results of inspections, which ensures better compliance
with environmental requirements by control subjects, in order to avoid the risk of
public pressure and loss of business reputation (Winter & May 2001, Short &
Toffel 2008, Delmas & Toffel 2004).

A particularly good example of a system for making such information
public is the Online Enforcement and Compliance History website in the United
States (hereinafter referred to as "ECHO"). This website provides information on
environmental compliance and regulatory activities for approximately 800,000
regulated entities across the country. It allows users to find information about
authorizations, inspections, violations, enforcement actions, unofficial enforce-
ment actions, and penalties over the past five years. Because of ECHO, the public
can monitor environmental compliance at the local level, corporations can moni-
tor compliance by their own enterprises, and it is easier for investors to take en-
vironmental activities into account in their decisions. Besides, it is important to
note that public authorities in the United States may require companies to publish
information on enforcement in the media at their own expense, which reduces the
burden on public authorities (Bergeson 2003).

As recommended by the OECD experts, Kazakhstan should pay more
attention to the problem of asymmetry of information available to users. The var-
ious bodies should strive to create a single, consistent set of indicators that are mon-
itored with appropriate frequency and statistical reliability. They should prepare
and submit periodic summary reports (including activity reviews) on inspection and
supervisory activities. Reports should include data on ensuring compliance with
the law by law enforcement agencies (courts, environmental prosecutor's office,
and environmental police). Regular reviews of environmental enforcement
should be carried out, in particular careful consideration of the deterrent effect of
various penalties (OECD 2016).

Environmental control data are collected regularly in Kazakhstan, alt-
hough the information collected is not sufficiently adapted to the needs of strate-
gic planning and is not made public to the extent necessary to ensure that the
public exerts pressure on violators. Also, the principle of confidentiality of infor-
mation on inspection activities enshrined in the Environmental Code applies to
all information on cases of law enforcement, and not only to information on fo-
rensic examinations and information on criminal cases.
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It is reasonable to review the provisions on the confidentiality of infor-
mation on inspection activities to ensure the availability of information necessary
to increase public participation in accordance with the Aarhus Convention. In this
connection, it is possible to introduce the possibility for the court to impose on
the violator the obligation to publish at its own expense in the media information
about the penalties imposed on it and the measures taken/planned to eliminate
environmental violations. It is appropriate introduction of the practice of regular
publication of the relevant state bodies of analytical reports on the level and
changes in the level of environmental compliance.

6. Environmental responsibility

Despite the introduction of important legislative changes, environmental liability
for environmental damage in Kazakhstan remains focused on calculating and col-
lecting monetary compensation, rather than on preventing and repairing damage,
reducing emissions over time, and encouraging the use of the best available tech-
nologies.

The Environmental Code does not provide for the priority of eliminating
damage before its monetary compensation. Moreover, the law explicitly provides
that compensation for harm in kind is allowed only with the "consent of the par-
ties by a court decision". As a result, the financial compensation applied in Ka-
zakhstan actually remains an ineffective tool from an environmental point of
view, since it does not perform an environmental or nature-preserving function
because in most cases the consequences of damage caused to the environment are
not eliminated and the money is simply "dissolved" in the state budget. In such
a situation, a more effective, from an environmental point of view, and a more
cost-effective way would be to oblige the subjects of control to finance the resto-
ration of the environment under the control of the state.

In the environmental legislation of Kazakhstan at present, there is the
concept that binds the responsibility of the perpetrator for the sole fact of exceed-
ing limits/standards, without requiring proof as the fact and amount of damage to
the environment and causal relationships between actions and consequences.

Economic assessment of environmental damage can formally be carried
out by direct or indirect methods, depending on whether it is possible to com-
pletely eliminate the damage caused by environmental restoration measures. The
Environmental Code establishes the priority of the direct method of assessing
environmental damage over the indirect method, based on the fact that the indi-
rect method is used in cases where the direct method of economic assessment of
damage cannot be applied. However, as law enforcement practice shows, the pri-
ority of the direct method is declarative. In the vast majority of cases, the author-
ized state body is forced to use an indirect method of assessing environmental
damage (in particular, in the case of exceeding emissions and discharges). The
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correctness of such calculations is often challenged in court because the calcula-
tion methods are not reliable enough.

The liability for environmental damage provided for in most advanced
countries (EU, USA) is compensatory (i.e. aimed at eliminating the damage
caused), and not punitive in nature (Martin-Ortega et al. 2011, Zaredar & Zarkesh
2012). In this regard, losses are calculated based on actual damage to restore the
state that existed before the violation; the effect of penalties is limited and subject
to the principles of reasonableness and proportionality, and the amounts of com-
pensation received can only be used for the restoration or replacement of a dam-
aged natural resource. Methods for calculating environmental damage require
taking into account the actual and expected consequences of restoration
measures, the ability of the ecosystem to restore itself. The key characteristic of
the calculation mechanism is its concrete, not abstract nature: the amount of dam-
age to be compensated is calculated based on the plan for the restoration or re-
placement of this particular damaged natural resource. In EU countries, legisla-
tion prescribes that the pollutant must be identified, the damage must be specific
and quantifiable, and a causal relationship between the damage and the pollutant
must be found (Lindhout & Van den Broek 2014).

In this regard, the norms on environmental responsibility should be re-
vised in strict accordance with the principles of" polluter pays " and the inevita-
bility of liability for violation of environmental legislation. There should be
a strict "polluter pays" model based on the proven fact and amount of damage to
the environment, establishing a causal relationship between the actions of the pol-
luter and the resulting negative consequences for the environment, as well as the
use of only a direct method of assessing the damage in each case. The absence of
an environmental permit should not be the basis for making claims for compen-
sation for environmental damage, since instead only administrative liability
should be provided. At the same time, the necessary provisions should be intro-
duced to ensure the inevitability of environmental responsibility.

7. Environmental monitoring

World experience shows that the first step in solving environmental problems is
to obtain objective information about the state of the environment. The only pos-
sible way to obtain such information is monitoring, that is, a system of observa-
tions, assessment, and forecast of the state of the natural environment. In the EU,
the main purpose of environmental monitoring is to assess progress made as a re-
sult of set environmental goals, as well as to identify new environmental prob-
lems. The results are fundamental to environmental management in general, as
the development and prioritization of environmental policies are based on the re-
sults of environmental monitoring (Lovett et al. 2007).
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According to the Environmental Code of the Republic of Kazakhstan,
state environmental monitoring (monitoring of the environment and natural re-
sources) is a comprehensive system of monitoring the state of the environment
and natural resources, including using remote sensing data from space, to assess,
predict and control changes in their state under the influence of natural and an-
thropogenic factors. The objects of state environmental monitoring are atmos-
pheric air, land, surface and underground waters, subsurface resources, flora, and
fauna, as well as the climate and ozone layer of the Earth, ecological systems, and
factors of environmental impact on public health.

The Environmental Code provides for the formation of a Unified State
System for Monitoring the Environment and Natural Resources (USSMENR),
which is defined as a "multi-purpose information system", which is an incorrect
definition, since the USSMENR includes, in addition to a single information sys-
tem, also relevant monitoring entities, infrastructure, and monitoring tools. Thus,
a single information system USSMENR, conditions the creation of which are es-
tablished by Article 139 of the Environmental Code of the Republic of Kazakhstan,
shall constitute a separate component USSMENR, be it information and commu-
nication platform, used for collecting, storing, keeping, processing and storage of
results of environmental monitoring on the common methodological basis.

Environmental and natural resource monitoring data is currently collected
and processed by a large number of authorized bodies and organizations on their
own information resources, which are often not integrated. To improve the effi-
ciency of the organization of state environmental monitoring and analysis of the
collected information, it is necessary to accumulate the necessary environmental
data on a single information resource (a single national database (bank) of environ-
mental monitoring data) that meets modern requirements in the field of information
and telecommunications technologies, ensuring openness for information interac-
tion, including integration with existing and created information systems, and se-
curity taking into account the requirements of information security.

In this regard, it is proposed to:

e correct and clarify the corresponding conceptual framework;

e adjust the list of monitoring objects taking into account the types of monitor-
ing currently available in Kazakhstan;

e to provide a legal basis for the formation and to establish the necessary norms
and mechanisms for the creation and effective functioning of a unified infor-
mation system USSMENR and developing a national database for environ-
mental monitoring and natural resources, including through the integration of
information systems of the competent authorities for all existing types of state
monitoring of the environment and natural resources into a single functional
system, to update the list of data on the state of the environment and natural
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resources, clearly define the necessary competence and mechanisms of inter-
action of all authorized state bodies and other interested persons to create and
operate a single information system;

e to formulate the principles of information disclosure, information exchange
by participants within the unified information system of the Unified State
Educational Standard on a gratuitous basis;

e ensure the openness and accessibility of the obtained results of environmental
monitoring.

8. Environmental information and public access to environmental
information

It is necessary to continue work on improving the norms of environmental legis-
lation related to the collection, storage, processing, systematization, analysis, sci-
entific research, and provision of environmental information, as well as ensuring
public access to it. Kazakhstan has ratified by Law No. 92-II of 23.10.2000 the
Convention on Access to Information, Public Participation in Decision-Making
and Access to Justice in Environmental Matters (Aarhus Convention). The Con-
vention recognizes the rights of the public to access information, participation in
decision-making processes, access to justice in environmental matters, and im-
poses obligations on States Parties to ensure them. The convention links environ-
mental protection with human rights standards.

The Aarhus Convention on Access to Information, Public Participation
and Access to Justice in Environmental Matters represents a major new departure
in international environmental law. For the first time, the vital contribution of in-
dividual citizens and NGOs in environmental decision-making is given legal
recognition. The Convention defines new rights in three areas. It creates specific
and detailed rights of freedom of access to a wide range of environmental infor-
mation held by national, regional, and local levels of government. Linked to this
it requires States to take the initiative in publishing and disseminating information
about the state of the environment. Secondly, it requires states to notify the public
of proposals for environmental projects and programs, to allow sufficient time for
meaningful consultation, and to take the views of the public into account in any
decision-making process. Thirdly, these procedural rights are to be made legally
enforceable - without excessive costs - through national courts or independent
and impartial bodies (Morgera 2005).

According to the Environmental Code, the State Fund for Environmental
Information (SFEI) is maintained to provide state bodies, individuals, and legal
entities with reliable information about the state of the environment and its ob-
jects, environmental impact factors, measures taken to protect it, prevent and re-
duce environmental pollution, and the use of natural resources. The management
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of the SFEI is carried out by a subordinate organization of the authorized body in
the field of environmental protection and includes measures for the collection,
storage, processing, analysis, scientific research, provision, dissemination of en-
vironmental information, education of the population and nature users on envi-
ronmental protection and the use of natural resources.

It is necessary to introduce into legislation norms and mechanisms for
the formation and operation of a single database of environmental information
(using modern digital technologies) in the following thematic areas: air pollution,
air quality and ozone depletion, climate change, water resources, biological di-
versity, land resources and soil, energy, waste, including waste generation and
hazardous waste management.

Besides, it is necessary, taking into account the best international practice
of implementing the principles of "circular" economy in the field of waste man-
agement, to expand the list of the required information on collection (including
separate), transportation, disposal, and recycling of waste. To implement the
above approaches, you need to define the necessary expertise and clear mecha-
nisms of interaction of the authorized state bodies and other stakeholders to pro-
mote and support a unified information system SFEI. Work is needed to harmo-
nize the provisions on public access to environmental information with the re-
quirements of the Aarhus Convention and other international obligations of Ka-
zakhstan.

Over the years of independence, Kazakhstan has become a party to a sig-
nificant number of international treaties in the field of environmental protection.
There is a demand for updating and supplementing environmental standards to
harmonize them with all the country's international obligations on environmental
protection. Results suggest a positive relationship between domestic environmen-
tal legislation with both international environmental agreements and preferential
trade agreements (PTAs) with environmental provisions. This link is more robust
for PTAs, mostly present in developing countries, more pronounced before rather
than after the treaties’ entry into force, and shows significant variation depending
on the issue area (Kaklauskas et al. 2019).

9. Conclusion

Summarizing the results of this review, the following main conclusions can be
formulated.

The environmental legislation of Kazakhstan does not clearly define the
purpose of regulating public relations in the field of environmental protection,
and the principles of legal regulation are not disclosed. The principles listed in
Article 5 of the Environmental Code do not fully comply with the principles of
international environmental law.
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Kazakhstan has not approved and officially does not have its own (na-
tional) and independent environmental standards regulating the levels of anthro-
pogenic impact on nature and habitat, which form the basis of environmental reg-
ulation. Environmental legislation requires updating and improvement in order to
harmonize it with all international obligations of the country on environmental
issues.

The main objectives of improving the legislation should be to establish
a clear, transparent, non-discriminatory, effective, and stable regulation of rela-
tions in the field of environmental protection in order to ensure a favorable envi-
ronment for the population and create conditions for sustainable development of
Kazakhstan, as well as to approach the standards of environmental regulation of
the OECD countries. In particular, the introduction of new legal institutions that
are successfully implemented in practice in the OECD countries (environmental
assessment, strategic environmental assessment, integrated pollution prevention
and control system and integrated environmental permits, waste management hi-
erarchy, etc.), creation of an effective system of economic regulation and incen-
tive mechanisms, improvement of the system of environmental monitoring, envi-
ronmental control and law enforcement, resolution of problematic issues related
to waste management, environmental responsibility, historical pollution, full im-
plementation of the ecosystem approach, a higher level of ensuring the rights of
the public to access environmental information and participate in decision-mak-
ing on environmental issues, development of the system of environmental audit
and environmental insurance, optimization and updating of legislative regulation
of relations related to greenhouse gas emissions, ozone-depleting substances, de-
fining the national legal framework for implementing the provisions of the Paris
Agreement on Adaptation to Climate Change, as well as minimizing legislative
contradictions and gaps, harmonizing norms with Kazakhstan's international ob-
ligations.

The conclusions, proposals and recommendations contained in the man-
uscript have both theoretical and applied significance: they can be used in the
legislative activities of the legislative bodies of Kazakhstan. The results of the
study will be useful to researchers in the further study of the legislative process
in the field of environmental protection, to pedagogical workers in the course of
teaching environmental, constitutional, and natural resource law.
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Abstract: In this present study, biodiesel was synthesized as per ASTM method by
using algae as a raw material, which in the environment is considered as being
a harmful waste and of a nature that blooms in ponds, lakes and reservoirs. In order
to improve fuel quality, the transesterification process was carried out in this study
so as to remove fatty acids and thereafter, analyze several fuel parameters of the
biodiesel were determined. The calorific value of the biodiesel and its specific
gravity was 42660 kJ/kg and 0.803 g/cm? respectively. The viscosity of the sample
was found to be 1.99. The cetane number of diesel fuel ranged from 40 to 55 and
for the biodiesel it was found to be 47. The flashpoint and firepoint of the sample
was recorded as 80°C and 94°C respectively. The conclusion is that it is worthy to
mention that this process does not require high-end technology; hence, it could be
used in the energy generation process in remote areas and as an alternative resource,
as well.

Keywords: biodiesel, diesel, algae, esterification, transesterification, residue

1. Introduction

Responding to dire warnings of the consequences of global climate change, re-
searchers worldwide have searched all over for renewable fuels that could be con-
sidered as being economically viable, technologically feasible, and environmen-
tally sustainable (Adenle et al. 2013). Bearing that in mind, during the last few
years, the scientific community has had as an aim the reduction of greenhouse
gas emissions, through a combination of improved energy efficiency, technology
change and the use of renewable energy sources that could come from several
different sources, such as: the sun, waste, water, wind and wood.

Currently, renewable energy is achieving ever more popularity due to
several causes amongst which we could include an increase in the crude prices,
which are going up day by day, and the phenomenon known as global warming,
caused (amongst other reasons) by the burning of fossil fuels (Amin et al. 2016).
Therefore, crude fossil petroleum could be substituted by algae biomass with the
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intention of getting an eco-sustainable biodiesel production in the upcoming fu-
ture. In view of the constant diminishing supply, crude oil will continue to have
a rise in cost. Analyzing from such a perspective enables the production of fuels
from alternate sources to be quite more feasible. Continued climatic changes are
also being furthermore increased by the constant use of fossil fuels, due to the
release of environmentally potential noxious gases such as CO,. With the dwin-
dling reserves of fossil fuels, it is now more important than ever to search for
transportation fuels that could serve as alternatives to crude oil-based fuels such
as gasoline and diesel fuel. Biodiesel is a transportation fuel that has grown im-
mensely in popularity over the past decade. Furthermore, there are many sources
for biodiesel feedstock, which include canola, castor, soy, palm and sunflower.
Recently, scientists and academics from all over the globe speak frequently in
relation to the ever-growing controversy about the use of potential food sources
for the production of fuel. Looking from such a perspective, researchers have
turned their attention from some of these popular feedstock and are currently in-
vestigating the use of alternative, non-food related feedstock such as the oil that
comes from algae’s (Grace et al. 2010).

Biodiesel is produced from microalgae that are the largest autotrophic
microorganisms that could be produced in lesser amount of water than crops and
besides that a better biofuel could be produced, because it does not require land,
alongside it also converts more than 60% of its body weight in lipids (Christi
2007). Researchers have estimated that microalgae produce 15-300 times more
oil than crops (Christi 2007). Fossil fuels while burning emits CO, NOy, SOy, hy-
drocarbon and particulates which creates a significant amount of air pollution,
when compared with CNG and biodiesel fuels (Yun et al. 2016, Liu et al. 2015).
Around the world presently 934 million tons of diesel is consumed per year as
a source of energy in various sectors (Kulkarni & Dalai 2006).

Nowadays, biodiesel is also used in diesel engines and as a consequence
the demand of biodiesel has increased considerably (Ramkumar & Kirubakaran
2016). Biodiesel is composed of mono alkyl esters of long chain fatty acids and
it is derived from vegetable oil (Zareh et al. 2017) or algae. Biodiesel is more
beneficial when compared to conventional diesel. It decreases the carbon dioxide
and pollutants emission from diesel engines, at the same time without needing
a significant modification of the same utilized engine. Also, biodiesel has a high
cetane number, therefore its performance is better in a diesel engine while com-
pared to a normal diesel fuel. Vegetable oil is produced from seeds and plants
like palm, soybean, rapeseed, sunflower etc. (Fu et al. 2016, Focke et al. 2012,
Berman et al. 2011, Ghosh et al. 2016). These raw materials are very costly (Jain
& Sharma 2010) due to their demand in day to day consumption by human beings
both for cooking and for running diesel engines. Also, large scale production of
this edible oil would promote deforestation (Leung et al. 2010).
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Although vegetable oil is used as a biodiesel (Arain et al. 2009, Evange-
lista et al. 2012, Silva et al. 2011), it has certain restrictions when introduced on
the direct injection of engine types. It has a high viscosity, lower ignition point
and also is less efficient while utilized in diesel engines. These types of problems
could be solved, when biodiesel is produced from micro-algae. Microalgae could
be described as being a readily available source of feedstock, coupled with the
advantage of not competing with food or other oilseed crops used for arable lands.
Furthermore, they thrive in contaminated water, freshwater, saltwater and sludge.
As a matter or a fact, microalgae adapts well in different habitats not at all suitable
for energy oil crops such as lakes, ponds, sea, and even on wastelands. Apart from
that, micro-algal oil also contains quite high percentages of monounsaturated and
saturated FAs that are very important from the standpoint of diesel fuel quality.
This is because these problems with FAs could significantly reduce polymeriza-
tion of fuel during combustion. Therefore, from the standpoint of all these consid-
erations, Nannochloropsis, members of the marine green algae are considered as
being remarkable candidates for biodiesel production and biomass productivity.

The last few years witnessed a weaker global growth rate which was be-
low the average of 0.6 million barrels per day (b/d) from fossil fuels, reaching the
lowest level since the mid-nineties of last century. Furthermore, energy derived
from petroleum is expected to continue growing at a very slow pace. This will be
due to the ever-increasing prices and gradual reduction of world governmental
subsidies (B.P. statistical Review of World Energy 2012). On the other hand, the
projected global supply of feedstock biofuels is expected to grow around 30% by
2030. Apparently, one major candidate representing the renewable feedstock that
has the potential to replace petroleum diesel in large amounts of places without
incurring in the problem of affecting food supply chain, as well as other crop
products is certainly the micro algal oil (B.P. statistical Review of World Energy
2012, Demirbas & Demirbas 2011, Pienkos & Darzins 2009, Ehimen et al. 2010,
Vicente et al. 2010, Shirvani et al. 2011). Most of the productive oil crops, such
as canola oil, castor oil, palm oil and rapeseed do not reach the standards of mi-
croalgae in relation to being a potential provider of the global energy security so
badly needed.

However, since emerging nation’s economy depends mainly on agricul-
tural activities, the utilization of national resources for energy production is an
extremely important issue. Diesel engines have been widely used as a power of
engineering machinery, automobile and shipping equipment for its excellent driv-
ability and thermal efficiency. Diesel fuels could be used in heavy trucks, city
transport buses, locomotives, electric generators, farm equipments, underground
mine equipments etc. (Sekhar et al. 2018).

One of the most attractive advantages is related to the fact that the cost
associated with harvesting and transportation is quite low when compared to that
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of other oil crops. Residual biomass post extraction offers different methods for
improving sources of economics by utilizing it as a type of fertilizer or for pro-
ducing other types of high energy products (Ahmad et al. 2011). Microalgal bio-
diesel is considered a sustainably advantageous fuel due to the fact of being
a carbon neutral fuel, in view of the photosynthetic fixation of atmospheric car-
bon dioxide. Microalgal growth actively utilizes 1.85 kg of CO, for every 1 kg of
dry biomass produced and the obtained biodiesel has properties, such as density,
viscosity, flashpoint, cold flow and heating value similar to those of petrodiesel.
Very few, if not none of the other potential sources of biodiesel are a true candi-
date to replacing petrodiesel utilization as microalgae, in view of the fact due to
the environmental impacts that occur as a result of use of those other feedstocks
as mentioned in scientific literature (Ahmad et al. 2011).

The algae growth agitates the ecology of the water reservoir or local
ponds and if removed then large amount of waste encroaches the land. This waste
could be converted into significant resource. Moreover not much attention has
been paid on solving the problem of algal proliferation and eutrophication occur-
ring in lakes and ponds or other surface water bodies, which are very rich in nu-
trients. Researchers around the world are working on diverse types of proper
waste management techniques but very few have emphasized on how to redeem
such a valuable waste.

Alongside, there has been a postulation that oil content in microalgae
contributed to the present day crude oil deposits that were formed some millions
of years ago (Leung et al. 2010, Wang et al. 2011). Approximately, 650 billion
barrels of crude oil energy equivalent is released by different types of microor-
ganisms on a yearly basis (Wackett 2008). Analyzing from such a perspective,
microalgae definitely is a promising sustainable source of energy for the nearby
future.

In order to have an optimal yield, these algae need to have carbon dioxide
(CO») in large quantities in the basins or bioreactors where they grow. Algae can
grow practically anywhere where there is enough sunshine. Different types of
algae contain carbohydrates, lipids, nucleic acids, and proteins in varying propor-
tions. While the amount yield in relation to percentages significantly vary accord-
ing to the type of algae, there are some that are comprised up to 40% of their
overall mass by fatty acids (Sheehan at al. 1998). The yield of algal oil is a most
significant distinguishing characteristic and hence its biodiesel yield. Scientific
literature shows some estimates, where the yield (per acre) of oil from algae is
above 200 times the yield from plant/vegetable oils of great performance (Camp-
bell 2008, Sheehan at al. 1998). Therefore; considering the above mentioned facts
in view a study has been carried out in order to utilize pond algae. It is a high
lipid raw material which could be converted into biodiesel.
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One could consider that a quite limiting path for the development of
biodiesel production industry happens to be the lipid extraction process is based
upon microalgae. As a matter or a fact, lipid extraction from microalgae is mainly
performed by organic solventes. Therefore; not happening through conventional
physical methods, due to several problems encountered, such as in breaking the
cell wall, enabling that microalgae-based biodiesel production becomes
unfeasible per example at industrial scale (Hidalgo et al. 2013).

A Simultaneous procedure of lipid extraction, as well as
esterification/transesterification is a technique of great value for biodiesel
production through microalgae, as it permits extracting and converting fatty acids
into fatty acid methyl esters (FAME) in a single step bypassing the use of large
quantities of organic solvents used in lipid extraction as described in some
researches (Jin et al. 2014, Wahlen et al. 2011).

The obtained biodiesel could be tested for various parameters mentioned
in the American Society of Testing Materials (ASTM) standards and further
utilized in blend with diesel or directly in the vehicular purposes. Therefore, an
attempt has been made to convert algae into biodiesel and performance of the
diesel engine has been evaluated using biodiesel as a fuel.

2. Materials and methods
2.1. Biodiesel production

The algae samples of species (Pediastrum boryanum) were collected from the Salt
Water Ponds of Extremoz, a city in the state of Rio Grande do Norte, Brazil,
21km from the state’s capital, Natal. Furthermore, they were collected for bio-
diesel processing and production. It is one of many species of tiny plants that are
called "green algae". The thumb rule is that academics, researchers and scientists
could cultivate microalgal strains that adapt to the reality of their local environ-
mental surroundings.

The biomass obtained from Pediastrum boryanum could be considered as
a suitable substrate for conversion into biofuels through a procedure known as
algal recycling, enabling the process to be economically sustainable (Park &
Craggs 2014). Apart from the fact that it happens to be a dominant species of the
region where it was collected, in comparison for example with Botryococcus
braunii, another potential species of algae with many scientific literature citations.

Therefore, the use of endemic indigenous microalgal strains is highly rec-
ommended since these strains are already adapted to the local environmental con-
ditions (Mutanda et al. 2011, Xu et al. 2006). The overall laboratory conversion
pathway, with sample photographs, is presented in Figure 1.
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Fig. 1. Pathway of laboratory biodiesel production from Pediastrum boryanum

Conditions of the culturing process directly influences characteristics of
growth, as well as the cellular composition of microalgae, which results in
different biomass concentration and productivity, not to mention the possible
variation in lipids content, carbohydrates, proteins and other components
(Chojnacka & Marquez-Rocha 2004).

Prior to transesterification, the algae were washed with brine water to
remove impurities and dried in an oven between 55 and 60°C. In relation to algae
biodiesel, water content must be reduced to a bare minimum before the
transesterification process. Common drying methods that are used include: drum
drying, freeze drying, spray drying or sun drying.

Freeze drying becomes very expensive in large scale production but does
produce the most pure results (Mutanda et al. 2011).

Algal hydrocarbon contents were measured using the following method.
The wet slurry of Pediastrum boryanum was freeze-dried; 0.3 g NaOH was mixed
with 28.8 ml methanol and stirred continuously for 24 minutes. The mixture of
catalyst and methanol was poured to the algal oil in a conical flask and
tranesterification process allowed to take place. The bio-oil was separated from
the sedimentation by a flask separator. Bio-oil was washed with 5% sterile water
until it became clean. Bio-oil was dried by using a dryer at temperature ranging
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between 55-60°C. and kept under air for 12 hrs. Harvesting contributes
approximately 20-30 percent to the total cost of producing the biomass. The
treated samples after washing and drying are shown in Figure 1(a) and 1(b)
respectively. The dried samples were grinded in the mortar and pestle to produce
a fine powdered form.

2.2. Process description of methodology used for biodiesel production

Removal of oils could be done through solvent extraction using hexane. Hexane-
based solvent extraction is the standard method for lipid extraction from
microalgae (Mutanda et al. 2011, Xu et al. 2006). Therefore, solvent extraction
method was employed here being used for the extracting of biofuel, and the
complete conversion of algae biomass to biodiesel. As per the ASTM method an
equal volume of mixtures of hexane and diethyl ether were added to the powdered
sample in a conical flask. Afterwards, the mixture was kept for 24 h settling and
after settling, oil was separated from the residue by the filtering process.

The obtained biodiesel was of slightly below the average quality and
characteristics. Therefore, in order to improve the quality and characteristics of
the obtained biodiesel transesterfication process was carried out. Biodiesel could
be extracted when a sample of algae reacts with methanol and NaOH is used as
base catalyst. In this method methanol and NaOH have been used as a catalyst
and the mixture was stirred at a speed of 1500 rpm for 3 h. Thereafter, the solution
was transferred to a separator funnel and allowed to settle for 15 h till a fine layer
of biodiesel was formed and the oil residue settled at the bottom of the funnel.

The biodiesel and residue were carefully separated and the weights of both
were measured. The obtained biodiesel was washed with water to remove left out
impurities and kept for drying for 12 h. The obtained biodiesel is pale yellow in
colour, apart from having a strong alcoholic smell. The biodiesel yield was
approximately 70% with the above mentioned process and described conditions.

2.3. Fuel Characterization and comparison

Biodiesel could be extracted from any type of biomass, however the extracted oil
is to be verified by performing certain tests which determines the significant
parameters of fuel. Initially pH value and weight of the biodiesel were measured.
The calorific value of the obtained biodiesel was determined using a Bomb Calo-
rimeter; Model Parr 6100. Thereafter, biodiesel was tested so as to verify the per-
formance of the diesel engine. The smoke characteristics and various electrical pa-
rameters were also determined at 10% blend of biodiesel with diesel.

Biodiesel was characterized via: calorific value; density; viscosity; centane
number; flash point; fire point; cloud point; pour point. To provide as basis of com-
parison, we obtained a series of edible oils from Blue Ville Santa Lucia S/A and of
non-edible oils from Sabao e Glicerina Itda, both located in Sdo Paulo, Brazil. The
instrument, and associated ASTM follows are given in Table 1.
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Table 1. Instruments and ASTM methods used in biodiesel, diesel,
and oil characterization
Fuel Temperature (T) Test
Quality Instrument Range Method
. Mettler Toledo Digital o ASTM
Density Density Meter DE 40 T<90°C D4052
. . ISL Viscometer o ASTM
Viscosity Model TVB445 T<200°C D445
10° < T < 35°C;
CID Fully automated recommended
Iii?ltlir;i Derived Cetane Number 15° < T <25°C; 32%\/1[
(DCN) Analyzer 80% relative hu-
midity at 35°C
Semi-automatic
f’loaiiﬂ Pensky-Martens 40°C < T <360°C AS;’;\/I
Herzog Model HFP 362
. . Fully-Automatic Cleveland o o ASTM
Fire Point Fire Point Analyzer 25°C < T<400°C D92
HCP 852 Automated Pour
%1(?111? and Cloud Point tester, -80°C < T < 50°C 33;%\3
© 230V, 50/60 Hz
HCP 852 Automated Pour ASTM
Pour Point and Cloud Point tester, -80°C < T <50°C D97
230V, 50/60 Hz
Calorific Parr 6100 Bomb o ASTM
Value Calorimeter DT>1.5°C D250-02

2.4. Engine tests

A single cylinder direct injection diesel engine, produced by MS Perry & Co.
with specifications as detailed in Table 2, was used to compare the performance
of conventional diesel with a blend of this diesel with 10 vol% biodiesel from
Pediastrum boryanum. Such an engine is widely employed for agricultural
purposes, as well as small and medium scale industrial applications.
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Table 2. Specifications of I.C. engine used for study

Parameter Specification
Cylinders 1

Bore x Stroke 95 x 110 mm
Cubic Capacity 0.78 liters
Compression Ratio 17.5:1

Rated output as per BS5514/ISO

3046/I1SO 10001 5.9KW (8.0 HP) at 1500 rpm

Starting Hand start with cranking angle
SFC at rated hp/1500 rpm 251 g/kWh (185 g/bhp-hr)
Lube oil consumption 0.8% of SFC max
Lube oil sump capacity 3.7 liters
Fuel tank capacity 11.5 liters
Fuel tank re-filling time period Every 6.9 hours at rated output
Engine weight (dry) without flywheel 118 Kg
Weight of flywheel GENSET -64 kg
Rotation while looking at flywheel Clockwise
Flywheel end Optional-Gear
Power take-off and half speed drive or Full
Speed drive

To ensure the engine was operating at steady state, it was allowed an in-
itial warm-up period of 10 minutes at a load of 60% while running the diesel fuel.
After 10 minutes, the voltage, current, exhaust temperature, RPM, fuel consump-
tion and emissions were measured. When we obtained three sets of measurements
within 1% of each other’s values, each at least 2 minutes apart, we assumed that
the engine was operating at steady state.

At this point, the load was increased to 100%, and the engine ran for 2
minutes. Three measurements were taken, each 60 seconds apart at this load. The
load was varied as: 40%, 0%, 80%, 20%; after each load change the engine ran
for 2 minutes, and three measurements were again taken 60 seconds apart. To
ensure confidence in our data and methods, we then varied the load as 100%,
20%, 80%, 40%, 0%, and 60% of capacity, repeating the 2 minutes wait and three
data points taken 60 seconds apart. Before beginning the bio-diesel blend run, we
calculated an average and standard deviation for each data point at each load to
make sure all data points were within 2 standard deviations of the mean.
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Given the difficulty in producing large amounts of biodiesel in laboratory
settings, we ran one set of varying loads, at 100%, 20%, 80%, 40%, 0%, and 60%
of capacity, taking again 2 minutes to reach steady-state, and then three data
points 60 seconds apart, for the 10% biodiesel blend.

3. Results & discussion

The goal of this work was to determine if Pediastrum boryanum, a locally avail-
able microalgae harvested in the state of Rio Grande do Norte, Brazil is a suitable
candidate for biodiesel production, and to gauge its performance as a blended fuel
in a single cylinder direct inject diesel engine. While there are many potential
cultivable algal species that yield large quantities of lipids for biodiesel produc-
tion, the ability to identify indigenous species that could both be cultivated and
sourced from algal blooms — as a way to remediate such events — is critical to the
sustainability of biodiesel production for algae.

After determining the fuel pararmeters, performance of the diesel engine
was veryfied by using the algae biodiesel as a fuel. By performing such a test, the
properties of the obtained biodiesel could be compared with that of conventional
diesel and other edible and non-edible seed oils.

3.1. Fuel parameter tests

The generated biodiesel was tested for various fuel parameters, such as: (a)
calorific value (b) density (c¢) viscosity (d) cetane number (e) flash point (f) fire
point (g) cloud point (h) pour point.

In order to understand the characteristics of the obtained biodiesel as
a fuel, the same was tested for various fuel parameters. Therefore 1.5 1 of
biodiesel was obtained from 2.5 kg of algae sample. The calorific value and
specific gravity of the biodiesel was 42660 kl/kg & 0.803 g/cm’ respectively.
While, the specific gravity of the normal diesel is 0.804 g/cm? therefore, blending
of diesel and biodiesel could be easily made.

The viscosity of the sample as experimentally determined was 1.9985.
High viscosity affects the flow characteristics of the oil causing improper
atomization of the fuel and an incomplete combustion, therefore needing to be
avoided (Bojan et al. 2011).

The cetane number of diesel fuel as reported in literature (Bojan et al.
2011, Nabi et al. 2008) ranges from 40-55, and the obtained value for the
biodiesel was 47. Cetane number of biodiesel when above 40 could be justified
in terms of fuel quality that the obtained biodiesel took less time in combustion
while being compared to commercial diesel fuel.

The standard value of flash point of a diesel fuel is 80°C. It is the
temperature at which the fuel will continue to burn for 5 seconds after ignition in
open flame. The flashpoint of the generated biodiesel was 94°C which was
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slightly higher when compared with the standard value of diesel. However,
flashpoint values of biodiesel obtained from various sources such as neem and
jatropa as reported in literature lies between 120-214 (Bojan et al. 2011, Nabi et
al. 2008).

Another important parameter is cloud point which could be described as
the temperature at which a dissolved solid is no longer in soluble form. In crude or
heavy oil cloud point is used as a synonym of wax appearance temperature or wax
precipitation temperature. The standard value of a cloud point of diesel is -5°C.

The pour point of the liquid is the lowest temperature at which it loses its
fuel properties and semi-solidifies. In crude oil it occurs due to the high paraffin
content. The pour point of the generated bio-diesel comes out to be -7°C which
is slightly lower when compared with standard values of commercial diesel.

3.2. Comparative study of the fuel parameters

The fuel parameters of biodiesel generated from algae, edible & non-edible oil
has been studied, compared and summarized in Table 3. The values depicted in
Table 3 indicated that:

a. The calorific value of the algal biodiesel as determined was 42857 KlJ/kg
which is the highest among the non-edible and edible oils, with the exception
of palm oil. However, the calorific value of the diesel and other biodiesel as
reported in the scientific literature lies between 35000-40000 Kl/kg
(Karmakar et al. 2012, Bojan et al. 2011, Nabi et al. 2008). Therefore, the
value of the obtained gross biodiesel was higher than that reported in literature
and was a good indication of the fuel value in terms of energy.

b. The specific gravity of the algal biodiesel was lesser when compared to edible,
non-edible oils & diesel. The specific gravity of a substance is the ratio of the
density of the substance compared to the density of the reference substance.
It is a dimensionless quantity and usually water is taken as a reference sub-
stance keeping the temperature and pressure constant.

c. The viscosity of the algae biodiesel was 1.998 which was lesser than diesel
and other edible and non-edible oils. The lesser the viscosity better is the pour
point and its functionality in the diesel engine. The process of upgrading is
done because of the high viscosity of the bio-oils. This indicated that the qual-
ity of algal biodiesel is better than those of other fuels and oils.

d. Cetane number of the algal biodiesel was 50 which could be well compared
with other fuels such as diesel which has a value of 49. Also most of the bio-
fuels or oils lies within a similar range.

e. Flashpoint of the algal biodiesel as determined is 80 which are slightly higher
than the 56 value of diesel. Flashpoint of the generated biodiesel was 94 which
1s also more than that of diesel which was 64, however lesser than that of other
biodiesel and oils. This also indicated the better quality of algal biodiesel than
other biofuels and oils.
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The value of the cloud and pour point of the algal biodiesel was -5°C and
-7°C respectively and cloud and pour point of the diesel was -8°C and -20°C
respectively. The value of cloud point and pour point as compared to biodiesel is
not much appreciable. Therefore, certain tests needs to be performed for
improving these factors as the fuel may tend to freeze at low temperatures. It
means diesel could work nicely at lower temperatures. These results are
summarized and shown in Table 3.

Table 3. Properties of biodiesel produced from pediastrum boryanum as compared to
diesel used in engine tests and selected edible and non-edible oils

Propert Diesel Algal Non-edible oils Edible oils
perty Biodiesel TPSO Jatropha Pangumia Mahua Neem  Corn Palm  Cotton Mustard Sunflower Rice bran

Calorific
value 43200 42660 4252 42250 42334 42062 41905 41905 42857 42150 42102 41260 42125
(kJ/kg)

Specific

Gravity 0.804 0.803 0.828  0.816 0.821 0.815 0.829 0.820 0.826 0.838 0.823 0.825 0.828
Viscosity

@40°C 3.90 2.00 6.50 4.84 6.40 4.80 6.80 4.50 530 5.87 5.60 5.20 5.80
(cSt)

Cetane

number 49 50 51 48 50 47 50 51 48 50 47 48 47
o

(Ffé‘;'hp‘““‘ 56 0 88 % 95 8 87 78 &1 88 86 79 87
(Fo‘gp"'“‘ 64 94 95 96 98 92 923 85 87 95 90 82 96
Cloud point

N -8 -5 -6 -3 -5 -4 -6 5 8 -1 3 5 2
(0)

?°C“)' point 5o -7 -18 -16 -17 -14 -16 2 3 -7 -5 -3 -8

3.3. Mechanical & thermal parameters

After determination of the fuel characteristics, algal biodiesel was introduced in
the diesel engine so as to obtain thermal and mechanical parameters. During the
combustion, 10% of algal biodiesel was blended with 90% of diesel. During the
experiment, the following parameters were determined:

a) Brake Specific Fuel Consumption: In engine test, brake specific fuel con-
sumption is measured as mass of fuel consumed per unit time per brake horse
power. If brake specific fuel consumption of one fuel is less than other fuel,
it means one liter of oil produce more brake horse powers that other fuel. It
is represented as BSFC.

Brake Specific Fuel Consumption = Mass of Fuel Consumed per Unit Time
/ BHP

The power developed by engine after varying load for diesel and biodiesel
indicates that maximum power is higher in case of Diesel (3.982 KW) as
compared to biodiesel (3.741 KW). This is due to the synergy of calorific
value, oxygen content and viscosity.
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b)

d)

2)

Exhaust gas temperature: Exhaust gases are emitted as a result of the com-
bustion of the fuel in an engine. According to the type of the fuel utilized
during the combustion exhaust gas is discharged in the atmosphere. Exhaust
gas temperature is a significant parameter of a catalytic converter of an inter-
nal combustion engine.

Carbon monoxide: Carbon monoxide is formed during the combustion pro-
cess, when insufficient air (oxygen) is supplied to the fuel. Due to insufficient
supply of the air, generation of heat decreases and fuel does not burn
properly. Mechanical efficiency decreases and brake specific fuel increases.
Carbon content: Complete combustion of hydrocarbon fuel results into water
and carbon dioxide. Release of carbon dioxide in the environment is quite
noxious to the atmosphere. Therefore it is important to calculate the amount
of carbon content in a fuel.

Unburnt hydrocarbon: The hydrocarbon content varies from methane to the
heaviest solid hydrocarbons. It remains in the vapor phase at about 190°C.
Hydrocarbons heavier than this therefore condenses and with the solid-phase
soot, are filtered from the exhaust gas stream upstream of the detector. The
composition of the unburned and partially oxidized hydrocarbons in the die-
sel exhaust is much more complex than any other fuel in spark ignition engine
and extends over a larger molecular size range. Engine idling and light load
operation produces significantly higher hydrocarbon emissions than full-load
operation.

Nitrogen oxides: Nitric oxide and nitrogen dioxide are grouped together as
NOx emission. Nitric oxide is the predominant oxide of nitrogen produced in
the engine cylinder. NOx discharge of blank diesel and biodiesel B10 increase
with the increase of torque. NOy discharge increases with the increase of add-
ing biodiesel at the same torque. When biodiesel is added into diesel, it means
more of the oxygen element is added into the diesel, so NOy discharge grad-
ually increases. There are reports about the fact that NOx emission increases
from 1.5% to 9.5% when B100 is used instead of B20 (Bojan et al. 2011).
Neat biodiesel contains about 9.5-11.5% oxygen in its molecule. This addi-
tional oxygen is responsible for higher NOx emission. However, Nabi et al.
(Nabi et al. 2008) had investigated the combustion and exhaust emissions
with diesel fuel and diesel-NOME blends (5%, 10%, and 15%). He found
that exhaust emissions including smoke and CO were reduced, while NOx
emission was increased with diesel blends for all the injection timing, com-
pared with conventional diesel fuel. It was reported that NOx emissions in-
creases 10% in comparison to diesel when B50 blend of neem methyl ester
was used (Mathiyazhagan et al. 2011).

Smoke number: It quantifies the emission of the smoke. It is a dimensionless
quantity.
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h) Oxygen content: Carbon dioxide, water vapor and heat energy are produced,
when petroleum fuel burns in the presence of oxygen. Alternative fuels like
biodiesel contain oxygen molecules as well as hydrogen and carbon. This
promotes complete combustion. Therefore, less amount of soot, carbon mon-
oxide and hydrocarbon are released enabling it to become a cleaner fuel.

Thermal and electrical parameters were determined and tabulated in
Table 4. The tests were performed at a blend of 10% algal biodiesel with 90%
diesel. The overall efficiency of the engine coupled electric generator at different
load conditions were measured and summarized in Table 4.

Table 4. Thermal and electrical parameters of 10% blend of algal biodiesel with varying
load condition

Voltage | Current Exhaust Time for fuel
Load V) (A) temperature (°C) RPM consumption
(20 ml) in sec.
0 240 1 204 1580 138.86
20 246 44 233 1544 91.92
40 244 86 280 1495 73.37
60 234 125 343 1468 56.23
80 248 17.3 378 1440 40.20
100 232 20.8 445 1436 25.35

It was evident that the overall efficiency using biodiesel as a fuel was
higher than the overall efficiency of the engine using diesel as fuel at all load
conditions. This was mainly because of the oxygen content available in the
biodiesel which improves the combustion process.

The obtained results indicated that biodiesel could be utilized in the place
of diesel. Some experiments were essential to observe the performance of the
vehicle at variable load starting from 0 to 100 Watts. At low load conditions, an
engine works well, but as soon as the load increases, smoke capacity and exhaust
temperature increases and rotation per minute (rpm) decreases.

The consumption of the fuel was steady up to 60 watt but after that the
consumption of fuel increased significantly. Emission rate also increased with
increasing load, at full load rate, the emissions increased significantly.

The emission produced at the full load was black because of incomplete
combustion, however the characteristics of the emissions at low load was
promising. The emission rate of the biodiesel did not deviate much from the
emissions in the case of diesel.
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Also after combustion, petroleum fuel generated significant amount of
ash particles when compared to biodiesel which generated a very little amount of
ash. Therefore, it could be inferred that petroleum fuel operated vehicles are far
more damaging in terms of pollution to the atmosphere than when compared to
those of algae biodiesel.

3.4. Engine performance: blend vs. diesel

The exhaust temperature as a function of engine load for 10% biodiesel blend
ranged from 204°C with no load to 445°C with 100% load, and for the diesel
from 212°C to 436°C. As shown in Figure 2, the exhaust temperature and applied
engine load are linearly correlated for both the biodiesel blend (at R* = 0.98) and
diesel fuel (R? = 0.99).
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Fig. 2. Engine performance with 10% biodiesel blend (circles) as compared
to pure diesel (squares)

The correlation between load and engine RPM is not as high (R* = 0.95
and R*=0.81 for blend and diesel, respectively). Interestingly, though exhaust tem-
perature appears to increase linearly with applied load, and the opposite for engine
RPMs, there appears to be little difference between the blended and pure diesel.
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That is, the values at each engine loading (correlating to intercept) are
within 6% and 2% for temperature and RPM, and relative magnitudes of change
(i.e. the slopes for each correlation) are only 4% and -8% different for tempera-
ture and RPM, respectively. In this sense, there is no pe