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Abstract: The paper presents a feasibility analysis of changes in the manner of de-
velopment a former sports facility, Edmund Szyc Stadium in Poznań. The terrain 
and adjacent areas were inventoried, including the assessment of inter-area relation-
ships. Based on the inventory and authors' surveys, three developmental variants 
were selected for further analysis. Particular attention was paid to the purpose of the 
area in the local zoning plan (local spatial development plan) and the preferences of 
its local community. A multi-criteria analysis carried out with three different meth-
ods – AHP, MAUT and PROMETHEE II indicated the second variant as optimal. 
Additionally, the authors performed a sensitivity analysis of the AHP method to de-
termine the weight of adopted criteria. This allowed for observing what impact these 
changes had on the final result. The sensitivity analysis was performed only for 
3main groups of criteria. The implementation of activities planned in the concept 
will allow for optimal land development, improvement in functionality as well as 
improvement in visual and landscape characteristics of the city. 
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1. Introduction 
Revitalization of Polish cities is currently one of the most urgent issues related 
to the continuous degradation of urban substance (Parysek 2015, 2017, Tofiluk 
et al. 2019). The matter was pointed out by legislators when they introduced the 
Act on Revitalization of October 9, 2015 (Journal of Laws of 2015, item 1777). 
Revitalization is a process that aims to stop the degradation of urban areas, 
counteract violent crisis incidents by making local residents involved in, 
strengthen pro-environmental activities, and protect the current national heritage 
by taking into account all principles of sustainable development (Boryczka 
2016). Therefore, it is a direct response to the progressive social, spatial and 
economic degradation of urban space (Domański & Gwosdz 2010). A properly 
carried out revitalization process should take into account not only social, eco-
nomic and technical aspects (Urbańska-Galewska et al. 2013) but also formal 
and legal (Ostręga & Uberman 2005) as well as environmental perspectives 
(Przewoźniak 2005). Sometimes, it is quite problematic, particularly in the con-
text of reconciling conflicting requirements or expectations regarding revitaliza-
tion. In such a situation, a decision problem may arise, which can be tried to be 
solved by using one of numerous methods of multi-criteria decision support. 

Post-industrial facilities are often revitalized, and with great success. The 
following implementations can serve as an example here: Manufaktura in Łódź, 
Stary Browar in Poznań, Graffica in Rzeszów – all have been recently revitalized 
and serve as shopping centres (Budner & Pawlicka 2013, Dąbrowski 2012, Frey & 
Kozicki 2009, Świerczewska-Pietras 2009, Tölle 2007, Twardzik 2015). Revitaliza-
tion of post-industrial facilities may be intended for use as modern apartaments i.e. 
''Tkalnia 14” in Zielona Góra – the object built in 1864 and originally used as 
a weaving mill (Turek 2013) or as cultural/ touristic facilities (museums), i.e. the 
Museum of Artistic Foundry (Muzeum Odlewnictwa Artystycznego) on the prem-
ises of Steelworks and Foundry in Gliwice (Nitkiewicz-Jankowska 2006). 

Sports facilities are built or revitalized often when major sporting 
events are to be organised in a not so distant future e.g. National Stadium in 
Warsaw or the Stadion Energa Gdańsk (Kamrowska-Załuska & Kostrzewska 
2014, Sobiera 2012). New facilities are often located in former brownfields or 
heavily degraded urban areas. Such investments are undoubtedly a major stimu-
lus towards a socio-economic recovery, an improvement in spatial order, and 
also have a positive impact on improving the image of a given city and the local 
identity of its residents (Taraszkiewicz 2018, Taraszkiewicz & Nyka 2017, 
Tomanek 2015, Wojtowicz-Jankowska 2010). The higher rank of an organised 
event, the more the revitalization activities contribute to better spatial order 
(Kostrzewska 2016). Undoubtedly, it is problematic how to use these facilities 
after the event itself (Berbeka 2013, Kamrowska-Załuska & Kostrzewska 
2014). Large sports facilities, constructed or modernised on the occasion of 
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major sporting events, do not play a leading role when the events end. Indeed, 
an isolated facility will not be an attraction in itself. It must have an appropriate 
subsidiary premises thanks to which it could be recognized, in addition to its orig-
inal purpose, as a tourist attraction. However, it requires additional investments, 
e.g. construction of a sports museum, etc. Therefore, such decisions should be 
preceded by a comprehensive analysis. 

A separate issue is the modernisation and revitalisation of sports facili-
ties that have ceased to perform their original functions, with insufficient func-
tionalities, when there is a lack of adequate complementary infrastructure or 
they have simply fallen into ruin. Former sports facilities, erected during the 
communist era and enjoying great interest at that time, often require or have 
required major modernisation and revitalisation. If it has been carried out, sports 
facilities can be further used successfully (Masierek & Torzewski 2018, 
Pędraszewska-Sołtys & Dzioban 2018). Sometimes, however, they are aban-
doned, forgotten, neglected and fall into ruin. An example here would be Ed-
mund Szyc Stadium (Polish: Stadion im. Edmunda Szyca) in Poznań, a multi-
purpose stadium opened in 1929, which until 1995 served as the stadium of 
Warta Poznań Sports Club. The article is an attempt to assess the revitalisation 
potential of the former sports complex and possible indication of directions of 
changes in the development of the facility and its adjacent areas. 

2. Facility 
The history of former Lech stadium's grounds named after Edmund Szyc dates 
back to as early as the first half of the 20th century and is associated with the 
"Comprehensive National Exhibition" (Powszechna Wystawa Krajowa) in Poz-
nań in 1929. The facility found its location in the close proximity to the city 
centre, unfortunately in wetlands, where the Warta riverbed once existed, and 
then there was a backwater area (Fig. 1). 

During World War II, the premises of the stadium became a Jewish labour 
camp and a place of execution. Considering this tragedy, near the stadium there was 
erected a monument dedicated to the memory of the victims of this crime. 

The stadium was successfully rebuilt after 10 years of functioning in the 
urban space, in 1957. It brought the times of prosperity for the facility and 
turned it into one of the most important sports centres in Poland. The stadium's 
first degrading factor was the change of Lech's club location to the facility at 
Bułgarska Street in 1980. However, the main factor that led to the stadium's 
total collapse was the withdrawal of the main sponsor in 1989. The difficult 
financial situation forced the management to sell the plot, and the terrain of the 
stadium was intended for housing development. 

The city authorities, after many years of discussions and efforts, man-
aged to achieve success in this matter. They bought the facility with adjacent 
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areas of approx. 6,5 ha. Ipso facto, the area was given a chance to renew its 
character and commence works related to its revitalisation. 

Currently, the stadium is devastated. A detailed inventory showed large 
amount of glass and litter on its premises (Fig. 2). 

 

 
Fig. 1. Location of the stadium Edmund Szyc against the background  
of the city of Poznań 

 

Fig. 2. Current stadium status 
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3. Analysis 
The authors made a feasibility analysis of the manner the object could be devel-
oped using multi-criteria analysis tools (MCDM) i.e. Analytic Hierarchy Pro-
cess – AHP (Saaty 2008), Multi-Attribute Utility Theory – MAUT (Wallenius 
et al. 2008) and Preference Ranking Organization METHod for Enrichment of 
Evaluations – PROMETHEE II (Vincke & Brans 1985). 

Five main criteria were identified: social – G1, environmental – G2, 
functional – G3, spatial – G4 and economic – G5. Sub-criteria were assigned to 
each of the designated groups, which allowed for a more detailed analysis of the 
significance of individual criteria with reference to selected variants. In total, 19 
sub-criteria were defined (Table 1). In order to additionally verify the created 
ranking of variants, the results obtained with the AHP method were compared 
with the results from the MAUT and PROMETHEE II methods. Table 1 also 
compares the adopted values of individual expert assessments based on own 
experience, the area inventory, the analyses of MPZP and SUiKZP and the ex-
pectations of the local community (surveys). The weights of individual criteria 
(Table 1) were determined by the AHP method using a pair-wise comparison 
matrix. 

The decision problem can be illustrated with a simple graph showing 
the adopted hierarchical structure (Fig. 3). 

Three land development variants were proposed for consideration: 
V1 – sports, cultural and artistic facility / sports and entertainment hall, 
V2 – recreation area / park with small architecture elements, 
V3 – recreation and service facility / restaurants.  

 
Fig. 3. Hierarchical structure of the problem of optimising development concerning 
Edmund Szyc stadium 
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Table 1. Assessments of analysed variants for changes in the manner of area 
development developed 

Criterium Scale of 
assessment Weight 

Variant 
V1 V2 V3 

Social G1 
K1 Target reach 1-3 0.079 3 2 2 
K2 Local community preferences % 0.152 33.3 58.8 7.8 
K3 Number of job openings 1-3 0.04 3 1 2 
K4 Aesthetics and spatial order 1-3 0.023 2 3 2 

Environmental G2 
K5 Improvement in urban greenery 0-2 0.068 0 2 1 
K6 Improvement in biodiversity 0-2 0.061 0 2 1 

K7 Environmental nuisance  
(noise, heavy traffic) 1-3 0.011 3 1 2 

Functional G3 

K8 Increased attractiveness with regard 
to tourists and new investors 0-2 0.083 2 2 1 

K9 Transport accessibility 0-2 0.011 2 1 1 

K10 Number of social or media events 
organised annually 0-2 0.047 2 1 0 

Spatial G4 

K11 Development with regard to specific 
functions – paved areas [ha] ha 0.034 4 0.8 3 

K12 Distance from the nearest facility 
with similar functionality km 0.03 3.2 0.65 1.5 

K13 Integration with existing  
infrastructure 1-3 0.068 3 3 1 

K14 Fitting in existing landform 1-3 0.072 3 1 0.5 

K15 
Adaptation of land development  
to applicable spatial development 
documentation 

0-3 0.145 3 3 1 

Economic G5 
K16 Estimated investment cost 1-3 0.013 3 2 1 
K17 Estimated investment gains 0-2 0.032 1 0 2 
K18 Securing of financing sources 1-3 0.009 2 2 1 
K19 Operating costs 1-3 0.017 3 2 1 
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Variant 1 (V1 – Hall) is based on the existing land use with current 
landform. The key assumption is the introduction of current land development 
plans in the concept of constructing a sports and entertainment hall. The variant 
assumes that building development will constitute 26% of the area, 57% of the 
area will be left biologically active, whereas 17% of the area will be designated 
for pedestrian access/ entry, internal roads and access roads.  

Variant 2 (V2 – Park) is based on the existing land use with necessary 
surface levelling and demolition of stadium remains. Part of the high and low 
vegetation found in the area will be used to develop green space in the park. The 
variant assumes no building development, 90% of the area will be left biologi-
cally active, whereas pedestrian access/ entry, internal roads and access roads 
will constitute 10% of the area.  

Variant 3 (V3 – Service) is based on the assumption that the former sta-
dium premises will feature a recreation and service facility, including restau-
rants and residential buildings with service outlets. The variant assumes that 
building development will constitute 26% of the area, 54% of the area will be 
left biologically active, while pedestrian access/ entry, internal roads and access 
roads will constitute 20% of the area.  

The results of analyses obtained with AHP, MAUT and PROMETHEE 
II are summarised in Table 2. 

 
Table 2. Summary of results obtained with 3 considered methods 

Variant AHP MAUT Promethee II 
index rank index rank index rank 

W1 0.347 II 0.665 II 0.148 II 
W2 0.419 I 0.713 I 0.278 I 
W3 0.233 III 0.180 III -0.427 III 

Additionally, the authors carried out a basic analysis of model sensitivi-
ty to parameter changes. The sensitivity analysis consisted in changing the 
weights of selected main criteria. There were chosen the following options: 
 the first analysis for the economic criterion G5 – 44% (7,1%), 
 the second analysis for the environmental criterion G2 – 50%, (14%), 
 the third analysis for the functional criterion G3 – 49%, (14,1%). 

 
The weights of individual criteria before modification are shown in pa-

rentheses. The analysis consisted in appropriate modification of a pair-wise 
comparison matrix of main criteria, as a result of which the weight values are 
not in full tens. The sensitivity analysis was performed only for the AHP meth-
od. Changes in the weights of criteria resulted in a change in the ranking ob-
tained. Emphasis on economic issues (G5) provided a new solution with Variant 
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3 (V3 – residential/ service) indicated as optimal. Respectively, due to increase 
in the weight of G2 (environmental criterion), Variant 2 (V2, Fig. 4) took first 
place in the ranking, similarly to the baseline study. In the case of emphasis on 
functional solutions (G3), Variant 1 (V1) proved to be the most advantageous.  

The sensitivity analysis indicated that the final ranking depends on 
stakeholder's preferences and the appropriate objective development of a pair-
wise comparison matrix implemented by experts. A sensitivity analysis should 
be carried out for each multi-criteria simulation/ analysis. It enables, among 
others, a more complete understanding of a given problem, and thus reduce the 
risk of ill-chosen subjective preferences. 

4. Summary 
The presented analyses indicated the second variant (Park) as an optimal solu-
tion. The project particularly responds to the needs and expectations of resi-
dents, supported by authors' surveys and other inquiries (already in 2012 in 
a deliberative survey, residents postulated to create a park in this area). 76% of 
participants in public consultations also opted for this solution)1. The project 
includes bicycle routes (existing and planned in the vicinity) and suggests new 
ones. Another important aspect included in the project is the idea of the "South-
ern Green Wedge in Poznań" (Południowy klin zieleni) located in the designed 
area. The city park in place of the former stadium will ensure a continuation of 
urban green zones and will be a link between Izabela and Jarogniew Drwęski 
Park and John Paul II park. 

The concept will open prospects for recreation in this area, improve ur-
ban aesthetics, affect residents' well-being and the overall microclimate of the 
city. It will have a positive impact on biodiversity and provide a continuity in 
two important respects: recreation and ecology.  

On the site of the former stadium, the city authorities alternatively have 
proposed to build a Music Centre, which will include the new headquarters of 
the Poznań Philharmonic. However, this concept has been objected to by local 
socially engaged activists. The Committee of Civic Dialogue at the Faculty of 
Environmental Development and Protection presented its stand on the matter. 
"Referring to the statements of local politicians, the president of Poznań and the 
marshal of the voivodship regarding the plans for cubature development of Ed-
mund Szyc stadium with philharmonic facilities that completely ignore the will 
of residents, NGOs of naturalists and social activists [...] stand that if the phil-
harmonic building is recognized as necessary, its construction should not take 
place at the expense of an extraordinary enclave of greenery in the very centre 
of the city." 

 
1 https://tenpoznan.pl/poznan-filharmonia-zamiast-stadionu-szyca-co-z-parkiem/  
(date of access 11.03.2021) 
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Fig. 4. Visualization of the concept 
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The initiative to create an enclave of greenery in this area has been also 
supported, among others, by the Association of "Prawo do Miasta", the Coali-
tion of "Za Zieleń Poznań", the Club of Naturalists. 

It has not been decided whether the Poznań Philharmonic will be erect-
ed on the grounds of the former stadium. The city authorities carried out prelim-
inary analyses, which showed that the area of today's marketplace in the district 
of Dolna Wilda could be a better location for this purpose2. 

Therefore, there is still a chance to use the stadium's greenery to create 
a park expected by residents. 
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Abstract: The sustainable implementation of highway projects requires 
a sensitivity analysis of the terrain and all of its components that have a direct 
influence on road design, construction and operation. The result of this inquiry 
involving GIS techniques and methods regarding environmental and economic 
factors helps in choosing the optimal road route, in order to meet the real-world 
connectivity requirements. The sensitivity analysis can be applied to road and rail 
infrastructure projects, aiming to develop a decision-making tool that can be 
employed by their potential beneficiaries, according to their purposes and 
interests. This paper aims to create an objective decision-making tool for transport 
infrastructure development in correlation with the current needs of society 
regarding the development of transport infrastructure in an economic sustainable 
manner with low environmental impact. Furthermore, the study tries to identify 
the best highway corridor in an area with environmental constraints (especially 
geomorphological), that is in balance with both environment and financial 
resources. 
Keywords: GIS, transport infrastructure development, sensitivity analysis, 
decision-making analysis 
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1. Introduction 

Sustainable transport has become an important goal in transportation planning 
and research in recent decades (Jacyna et al. 2018, Chamier-Gliszczynski & 
Bohdal 2016), especially with the development of Geographic Information Sys-
tem (GIS) techniques and methods (Rybarczyk & Wu 2010). 

The sensitivity analysis is a mathematical method that examines the ef-
fect of changes in the values of input elements in the output values. In addition 
to the dependence between input / output data, the sensitivity analysis is a tech-
nique by which this dependence can be assessed and the importance of each 
input element in the generation of output data can be investigated. The sensitivi-
ty analysis is a key element in any decision-making analysis, especially in the 
field of transport (Ježek et al. 2018, Borgonovo 2017, Iooss & Saltelli 2015, 
Koltai & Terlaky 2000, Pandian & Kavitha 2012, Bonsall et al. 1977, Dodgson 
et al. 2009, Kabir et al. 2014, Saltelli et al. 2008). 

The pioneers of these types of analyzes are Datzing (1950), who laid the 
foundations of the simplex algorithm for parametric programming, along with 
Orchard-Hays in 1952, Hoffman and Jacobs in 1952. Heller was the first author 
to mention the term sensitivity analysis in 1954. The sensitivity analysis as an 
essential part of the decision-making process was first highlighted by Samson 
(1988) and French (1986, 1989) (Gal 1997, Triantaphyllou 1997). 

To date, the sensitivity analysis has become widely used within studies 
regarding the development of transport infrastructure, especially in alternative 
alignment studies as part of a multi-criteria analysis. As the weighting of the 
criteria is the least objective part of an analysis, mainly due to the fact that two 
individuals will not give the same weights due to individual assessments, the 
sensitivity analysis by developing different scenarios brings the results expected 
by the decision makers (Antov 2018). Taking all of this into consideration, we 
were not able to identify comprehensive studies regarding an integrated ap-
proach (from a strategic connectivity point of view), sustainable development of 
transport infrastructure by analyzing all the geographical environmental data 
and also alternative alignments objectively ranked to estimate as real as possible 
the environmental and cost impact for a future infrastructure project. 

In order to develop a transport infrastructure unity across all member 
states of the European Union, as well as of the neighboring countries, the TEN-
T Trans-European Transport Network was established, with two levels: TEN-T 
Core and TEN-T Comprehensive. The ultimate goal is to connect all regions of 
the European Union in a unitary, balanced, economically and environmentally 
sustainable manner. 
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In order to align to the European criteria, the Romanian Government 
has adopted the General Transport Master Plan of Romania, a strategic docu-
ment which establishes and prioritizes transport infrastructure projects in Ro-
mania in the period from 2014 to 2030 and correlates them with the available 
funding sources (Bolos et al. 2016). 

The adaptation of transport infrastructure to the needs and requirements 
of connectivity represents a priority at national, regional and European level and 
is based on several defining steps in regard to sustainable socio-economic de-
velopment and environmental impact (Dobre & Păunescu 2020). 

The process of identification, selection and implementation of infra-
structure projects that are economically sustainable, with social benefit and in 
harmony with the environment prove to be defining stages and priority deci-
sion-making criteria (Dobre 2016). 

This paper aims to create an objective decision-making tool based on 
scientific criteria utilizing GIS, in correlation with the current needs of society 
regarding the development of transport infrastructure in an economic sustaina-
ble manner with low environmental impact. Furthermore, the study tries to cre-
ate a new methodology in objectively establishing and evaluating the analysis 
criteria, which would provide substantiated physical-geographical and socio-
economic solutions. This can be applied to all geomorphotechnical assessments 
regarding transport infrastructure (road or rail) in order to refine the results by 
identifying optimal transport corridors in accordance with other environmental 
elements (Dobre et al. 2011, Păunescu et al. 2019, Schweikert et al. 2014, Jiang 
et al. 2015). 

In order to highlight the usefulness and complexity of this scientific de-
cision-making tool, it is necessary to apply the method in a heterogeneous area 
in terms of components and analyzed criteria, with geological and geomorpho-
logical variety, protected areas and high anthropic pressure (materialized by 
large built-up areas, either with logistical, agricultural or industrial areas or with 
new residential areas). In this context, the eastern metropolitan area of Brașov 
was chosen as a study area, an important pole of Romania's economic growth, 
located in the center of the country, at the intersection of several European and 
national transport corridors (Fig. 1).  
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Fig. 1. Study area 

2. Methodology 
Scientific studies aimed at multi-criteria analyses are numerous and have 
emerged to solve the need for rationally and objectively choosing between the 
resulting solutions, in areas with obvious uncertainties. Despite the fact that the 
choice of criteria, attributes and their valorization were arguably difficult steps, 
multi-criteria analyses have proved their usefulness highlighting the obtained 
results level of performance and in general were a decisive indicator in making 
the most appropriate choice, depending on the interest of the beneficiary (Fig. 2). 

The proposed methodology aims at an objective evaluation of the rele-
vant environmental components (with emphasis on geological and geomorpho-
logical factors), in relation to the cost elements, which will ultimately lead to 
the identification of optimal decisions in relation to the needs of society regard-
ing the implementation of a highway project. 
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Fig. 2. Steps in decision-making process (modified after Borgonovo, 2017)  

 
The present analysis consists of a geographical analysis performed with 

GIS modeling and a series of quantitative analyses, as part of an integrated 
study of applied geomorphology. The data sets used in this scientific approach 
are varied and have different scales and resolutions. For this reason, after data 
collection and introduction into the GIS environment, the first stage in this 
analysis consisted in standardizing and rescaling them, without losing the accu-
racy (Dobre 2016). The data sets relevant for the multi-criteria analysis are: map 
of protected areas, orthophotomosaic, topographic map, areas of geomorpholog-
ical favorability, transport corridors, map of the hydrographic network and pop-
ulated areas (Table 1). 

In the proposed analysis, two criteria were taken into account: 
a) environmental impact, 
b) the influence of the geomorphological factor on a transport corridor. 
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Within the extended project, the research team is currently developing 
the integration of several factors in the sensitivity analysis (the relationship of 
the corridor with the anthropized areas, the pedological and geological factor, 
the hydrological factor, the impact on public utility networks, etc.) 

Regarding environmental impact, the European Commission's Natura 
2000 databases have been used. Natura 2000 is the cornerstone of nature con-
servation in the European Union. The environmental impact for each transport 
corridor was spatially calculated, depending on the percentage by which the 
corridor affects the crossed protected areas.  

By crossing a transport corridor (a buffer zone at a distance of 70 m 
from the motorway alignment on each side) with a protected area, three compo-
nents have been determined: the affected area (in hectares), the linear distance 
of the corridor within the protected area (in km) and the percentage of the af-
fected area in relation to the total area of the protected area (in %). This enabled 
us to establish a hierarchical scale of transport corridors in terms of environ-
mental impact in the final score (the relationship corridor/impact on protected 
areas was assessed in the range between 0 to 100, in progression from no impact 
to strong impact). 

The protected areas in the analyzed area occupy approximately 14977 ha 
and they are classified into three categories: protected areas (NPA), sites of Com-
munity importance (SCI), special avifauna protection areas (SPA) (Table 2). 

The influence of the geomorphological factor was determined following 
numerous field campaigns and by acquired geospatial data. The primary data source 
to represent the geomorphological factor is represented by the contour lines with 
equidistance of 5 m that were extracted from the Topographic Map of Romania 
(scale 1: 25.000, Military Topographic Directorate). These were used to create the 
digital elevation model (DEM), which was further enhanced by the addition of 
point field data (accuracy below 1 m) in the interpolation process, acquired with 
a RTK GPS device with ROMPOSS (Romanian Positioning System). 

In the post-processing stage of the digital elevation model, the areas that 
were identified as being subject to current erosion processes were improved by 
adding three-dimensional (3D) and digital surface (DSM) models that were 
developed using drone acquired data. The final digital elevation model was thus 
filtered and improved in order to represent as accurately as possible the topo-
graphic surface.  

 
  



30 Cosmin Păunescu et al. 
 

Table 2. Nature 2000 areas 

Protected area type Name and indicative Goal of protection Surface (ha) 

Protected area of 
national interest 

Mestecănișul Reci and 
Bălțile de la Ozun 

Sântionlunca  
– RONPA0389 

Flora and fauna – rare 
species and glacial 

relics 
2124.7 

Site of Community 
Importance 

Ciomad Balvanyos  
– ROSCI0037 

Five types of natural 
habitats 585.5 

Site of Community 
Importance 

Mestecănișul de la Reci 
– ROSCI0111 

Seven types of natural 
habitats of community 

interest 
2124.7 

Site of Community 
Importance 

Oltul Superior  
– ROSCI0329 

Protected species 
(mammals, fish and 

invertebrates) 
89.3 

Site of Community 
Importance 

Râul Negru  
– ROSCI0374 

Protected species 
(mammals, amphibians 

and reptiles) 
1892.8 

Special protection 
area (avifauna) 

Munții Bodoc Baraolt  
– ROSPA0082 

Protected species 
(birds and birds with 

regular migration) 
6267.2 

Special protection 
area (avifauna) 

Valea Râului Negru  
– ROSPA0147 

Protected species 
(birds) 1892.8 

Total 14977 
 

In order to establish another defining criterion for the sensitivity analy-
sis, the cost factor in correlation with the landforms crossed was developed, 
based on the types of technical solutions necessary for the implementation of 
the projects. Thus, each of the road alternatives were evaluated based on a cost 
standard used on a national scale within the General Transport Master Plan of 
Romania, and updated within the Investment Plan for the Development of 
Transport Infrastructure in 2020-2030. In terms of geomorphological factor, this 
approach allowed us to create a proportional hierarchical scale for transport 
corridors (0 to 100) (Table 3 and Table 5). 

 
Table 3. Highway costs per km used 

The dominant landform  
within the corridor 

Estimated cost  
(mil. EUR. per km) 

mountainous 20 
mountainous – hilly 12 

hilly 8 
lowlands – hilly 5.5 

lowlands 4.5 
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Thus, each transport corridor was included in one of these categories 
that were defined by the percentage of the dominant landform crossed by the 
highway alignment. 

GIS software solutions were used to define the corridors, highlighting 
the geomorphological constraints (Dobre 2016), the impact on Natura 2000 sites 
(Morelli et al. 2014; van Bohemen & van de Laak 2003), determining the 
lengths of the strategic level corridors and the estimated costs. 

The spatial analysis was conducted in the ArcGIS suite, with additional 
use of Agisoft Metashape for modeling drone three dimensional and imagery 
data. For statistical analyses, weighted calculations and modeling the sensitivity 
matrix, Microsoft Excel was employed, using GIS extracted data. 

2.1. Area of application 
The Brașov - Bacău highway project (which includes the analyzed sector Târgu 
Secuiesc - Onești) is part of the TEN-T Comprehensive (Fig. 3) network and is 
included in both the General Transport Master Plan of Romania as well as in the 
Investment Plan for the Development of Transport Infrastructure in 2020-2030, 
the most important strategic programmatic documents in Romania. TEN-T 
Comprehensive networks provide connections to the Core network, namely 
TEN-T Core which connects all regions of the European Union. This highway 
sector is one of the six Transcarpathian highway sectors most important for 
Romania's development, namely Târgu Mureș - Iași, Brașov - Bacău, Ploiești - 
Brașov, Pitești - Sibiu. According to the Investment Plan for the Development 
of Transport Infrastructure in 2020-2030, the Brașov - Bacău highway will be 
operational by the end of 2030. 

 
Fig. 3. TEN-T Network in Romania and neighboring countries 
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In this case, the Sibiu - Brașov - Bacău highway connects two of the 
most important TEN-T Core corridors within Romania: 
1. The Transcarpathian Corridor: Constanța (the largest port on the Black Sea) - 
Bucharest - Pitești - Sibiu - Arad - Nădlac (border with Hungary) with, 
2. Siretului Road Corridor: Giurgiu (border with Bulgaria) - Bucharest - Ploiești 
- Bacău - Suceava - Siret (border with Ukraine). 

The current road connection between Brașov and Bacău is outdated in 
terms of traffic volumes, has geometries in longitudinal and transverse profile 
imposed by relief, which restrict traffic speeds and have a negative impact on 
traffic safety. It also generates significant amounts of CO2 emissions.  

While the Brașov - Bacău highway is expected to take over the traffic 
from the national road 11 (DN11), it will also generate new trips due to shorter 
travel times and less traffic delays. 

2.2. The highway project at regional level 
The Brașov - Bacău highway project connects with the A3 motorway sector 
(Sibiu - Brașov) within the vicinity of the town of Hărman, with further cross-
ing territorial administrative units of Sfântu Gheorghe, Târgu Secuiesc, Onești 
and Bacău. In the area of the city of Bacău, it connects with the A7 Bucharest-
Buzău - Bacău - Suceava - Siret highway. 

Regarding the relief configuration, we can distinguish three distinct 
units, well individualized by their geological and geomorphological characteris-
tics and particularities, as follows: 
 The depression sector – Brașov tectonic depression (with flat or slightly 

inclined plain characteristics); 
 The mountain sector – Eastern Carpathians, sector formed by Nemira Peak 

(with high slopes and intense riverbed and slope geomorphological processes); 
 The Subcarpathian sector – with valley compartments and depression but 

also with slopes intensely affected by gravitational processes. 
 
As shown above, the transport corridors are presented on a systemic 

scale of connectivity in strategic documents, but for the sustainable establish-
ment of a corridor, detailed multidisciplinary analyses are needed in order to 
highlight as accurately as possible the areas of favorability and restrictiveness 
for project implementation. 

Thus, in order to establish a working methodology adapted to the cur-
rent requirements of the General Transport Master Plan of Romania, four corri-
dors were established, as alternatives, component parts of the future Brașov  
- Bacău highway for Tg. Secuiesc - Onești sector (Fig. 4). 
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Fig. 4. Proposed highway corridors 

 
The four routes meet the criteria for the construction of highways in 

Romania (Ind. PD 192-2002), among them listing: the lack of level intersections 
with other roads, slopes of maximum 5° and radius of curvature that allow traf-
fic speeds of 130 km/h or at least 80 km/h in special conditions. 

The four corridors were drawn up in such a way as to highlight the ben-
efits of the sensitivity analysis in choosing an optimal road transport corridor in 
accordance with the beneficiary's policies and interests. For example, corridor 
1 has no impact on Natura 2000 sites, no geomorphological constraints, but due 
to the sinuous nature imposed by avoiding these unfavorable areas, the length of 
the corridor is much longer with direct implications on the final cost of imple-
mentation and subsequent operating costs. In contrast, corridor 3, with an im-
pact on Natura 2000 sites, but a shorter length by about 4 km, has financial ben-
efits related to the construction and management of the motorway sector. 

The four route alternatives were made following the digital modeling of 
the natural and anthropogenic factors that ensure the support of the proposed 
road infrastructure. In order to better present the analysis performed, each of the 
four alternatives has various characteristics related to the impact on Natura 2000 
sites, cost standards and geomorphological features (Fig. 5, Table 4 and Table 5): 

LEGEND 
Proposed corridors Other elements 

corridor 1 nationalieurapean roads 

corridor 2 
m m  3 

corridor I 
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Fig. 5. Proposed highway corridors and analyzed elements 

 
 Corridor 1 (C1) – length of 41.2 km, has no impact on Natura 2000 sites, 

from a geomorphological point of view crosses stable areas with slopes be-
low 5% and altitudes of approximately 500 m a.s.l.; 

 Corridor 2 (C2) – length of 41.1 km, has an impact on Natura 2000 sites, 
from a geomorphological point of view, it crosses mostly stable areas with 
slopes below 5% and altitudes of approximately 500 m, but also crosses cer-
tain areas with slopes over 10% and altitudes over 600 m. In terms of im-
pact on Natura 2000 sites, out of the total area of protected areas in the 
working area of 14309.4 ha, corridor 2 affects approximately 10.6% of 
them, ie 1516.3 ha or 13.4 linear km; 

 Corridor 3 (C3) – length of 37.6 km, has an impact on Natura 2000 sites, 
from a geomorphological point of view, crosses stable areas with slopes of 
less than 5% and altitudes of approximately 500 m. Regarding the Natura 
2000 sites, from the total area of protected areas in the working area of 
14309.4 ha, corridor 3 affects approximately 9.9% of them, ie 1416.3 ha or 
11 linear km; 

J 

LEGEND 
Proposed corridors and analysed elements Other elements 

_ corridor 1 @ NZOOD areas , national/european roads 
_ corridor 2 Geomorphology impact“ rivers 
_ corridor 3 E :  _ _ settlements 

. medium high / ”~ _ corndor 4 . __„_„„__.„„__ Cilia Commune: 
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 Corridor 4 (C4) – length of 46.2 km, has no impact on Natura 2000 sites, 
from a geomorphological point of view it crosses mostly unstable areas with 
slopes of over 15% and altitudes of over 800 m. 

 
Table 4. Proposed highway corridors (summary) 

  Impact 
N2000 Geomorphological factor Length/cost/cost per km 

C1 No Without constrains 41.2 km/226.7 m. EUR/5.5 m. EUR 

C2 Yes Crosses restrictive areas 41.1 km/329.1 m. EUR/8 m. EUR 

C3 Yes Without constrains 37.6 km/169.1 m. EUR/4.5 m. EUR 

C4 No Crosses restrictive areas 46.2 km/554.3 m. EUR/12 m. EUR 

 
Table 5. Proposed highway corridors (score) 

  Environmental criterion score (EC) Geomorphological criterion  
and cost score (GCC) 

C1 100 80 

C2 60 50 

C3 80 100 

C4 100 30 
 

For calculation of the weighted score of the analyzed corridors for the 
three selected scenarios, the weighted average was employed.  
Scenario 1 (S1 – equal weight) – in this scenario, each element of the analysis 
contributes equally to the final average. 

S1 = (EC × 1) + (GCC×1) / (1+1) 
Scenario 2 (S2 – great importance of the environmental criterion) – in this sce-
nario, the environmental criterion (EC) data set contributes five times more to the 
final average than the geomorphological criterion and cost data (GCC). 

S2 = (EC × 5) + (GCC×1) / (5+1) 
Scenario 3 (S3 – great importance for the geomorphological criterion and 
cost) – in this scenario, the data series on the geomorphological criterion and 
cost (CGC) contributes five times more to the final average than the data series 
on the environmental criterion (CM). 

S3 = (EC × 1) + (GCC×5) / (5+1) 
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Table 6. Proposed highway corridors (score based on scenario) 

  
Equal weight (S1) Environmental criterion 

weight (S2) 
Geomorphological criterion  

and cost weight (S3) 

C1 90.0 96.7 83.3 
C2 55.0 58.3 51.7 
C3 90.0 83.3 96.7 
C4 65.0 88.3 41.7 

3. Results 
This tool has proven to be a powerful element in the decision-making process, 
especially in this context where environmental impact and investment costs in 
relation to the benefits of implementing a major transport infrastructure project 
are greatly emphasized. 

The results of the sensitivity analysis are illustrated in Figure 6 and Table 7. 
 

 
Fig. 6. Sensitivity analysis results (graph) 

 
Table 7. Sensitivity analysis results 

Ranking Equal weight 
(S1) 

Environmental criterion 
weight (S2) 

Geomorphological criterion 
and cost weight (S3) 

1 Corridor 1 
Corridor 3 Corridor 1 Corridor 3 

2 Corridor 4 Corridor 4 Corridor 1 
3 Corridor 2 Corridor 3 Corridor 2 
4 n/a Corridor 2 Corridor 4 
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3.1. Scenario analysis 
Scenario 1 (S1) – Equal weight. In this scenario, the analysis criteria for the 
four transport corridors were treated as a unit. Thus, following the ranking ac-
cording to the score obtained after quantifying the impact on Natura 2000 sites 
and the geomorphological and cost factor, corridor 1 and 3 are equal to 90 
points. Corridor 4 scored 65 points and corridor 2 scored 55 points. The low 
score of corridor 4 (65 points) results from the high estimated cost of its imple-
mentation, crossing complex and geomorphologically unstable areas that gener-
ate an estimated cost of 554.3 million euros (12 million euros/km). The score of 
corridor 2 of only 55 points is caused by the fact that it has the greatest impact 
on Natura 2000 sites and by the fact that it crosses complex and geomorpholog-
ically unstable areas, resulting in an estimated cost of 329.1 mil. euro (8 mil. 
euro / km). 
Scenario 2 (S2) – High weight for environmental criteria. In this scenario, the 
environmental data series contributes five times more in the final score than the 
geomorphological and cost data series. Thus, following the ranking according to 
the score obtained after quantifying the impact on Natura 2000 sites and the 
geomorphological and cost factor, corridor 1 got the best score, with 96.7 
points. This score is due to the fact that this corridor has no impact on Natura 
2000 sites, but in order to avoid the intersection with protected natural areas, the 
corridor is longer (41.2 km) and crosses lowland and hill areas at an estimated 
cost of 5.5 million euros. / km (lower score for the geomorphological and cost 
criterion). Corridor 4 is in 2nd place with a final score of 88.3 points, due to the 
fact that it does not cross protected natural areas. However, it was de-scored 
within the geomorphological and cost criteria because it crosses the most diffi-
cult sector from a geomorphological point of view and has the longest length 
(46.2 km) and implicitly the highest cost, of 554.3 million euros (12 million. 
euro / km). Corridor 3 ranks 3rd with a score of 83.3 points, a consequence of 
the intersection with protected natural areas (ROSPA 0389, ROSCI 0111, 
ROSCI 0374, ROSPA 0147), even if it is the shortest (37.6 km) and represents 
the corridor with the lowest cost among those analyzed (estimated cost of 169.1 
million euros - 4.5 million euros / km). Corridor 2 is also in this scenario in the 
last place, as it crosses protected natural areas (ROSPA 0389, ROSCI 0111, 
ROSPA 0082, ROSCI 0374, ROSPA 0147) and difficult geomorphological 
areas (hilly areas affected by current geomorphological processes). 
Scenario 3 (S3) – High weight for geomorphological criterion and cost. In this 
scenario, the geomorphological and cost data series contributes five times more 
to the final average than the environmental data set. Thus, following the rank-
ing, depending on the score obtained after quantifying the impact of the geo-
morphological / cost factor and Natura 2000 sites, corridor 3 got the highest 
score of 96.7 points. This score is due to the fact that this corridor does not cross 
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restrictive areas from a geomorphological point of view, being proposed only in 
lowland areas. This corridor is also the shortest, with a length of 37.6 km, at an 
estimated cost of 169.1 million euros (4.5 million euros/km). However, the cor-
ridor has a larger impact on Natura 2000 sites. In 2nd place there is corridor 
1 with a score of 83.3 points. This score is due to the fact that in order to avoid 
protected natural areas, the corridor is longer (41.2 km) and crosses the plain 
and hill areas at an estimated cost of 5.5 million euro / km, which ultimately 
resulted in a lower score for the geomorphological criterion and cost. Corridor 
2 is in the 3rd place with a score of 51.7 points, due to the fact that it crosses 
protected natural areas and difficult geomorphological areas (hilly areas) which 
imposed an estimated cost of 329.1 million euros and 8 million euros/km. Cor-
ridor 4 shows the largest oscillation among the three analyzed scenarios, now 
being positioned in the last place with a score of 41.7 points. Although it does 
not cross Natura 2000 sites, it crosses the most difficult sector in terms of relief 
and has the longest length (46.2 km), implicitly the highest cost, of 554.3 mil-
lion euros and 12 million euros / km. 

4. Disscusion 
According to the results, it is clear that in the context of the current environmen-
tal policy promoted and supported by the European Commission, through the 
new Green Deal concept, Scenario 2 (S2) is the best option for the implementa-
tion of infrastructure projects. This scenario envisages giving a significant 
weight to the environmental component and less to the geological or geomor-
phological ones, resulting in higher costs.  

Thus, the ranking of projects resulting from the use of Scenario 2 best 
corresponds to the current context in which the design, construction and opera-
tion of infrastructure projects should be done in an ecologically sustainable 
manner, in conformity with the environmental regulations and protected areas, 
even though it results in higher construction and operational costs. Scenarios 
1 and 3 are therefore favorable for minor infrastructure projects, in which the 
environmental component has a lower weight. It has been proven that a GIS 
based sensitivity analysis is a necessity in choosing the route variant that corre-
sponds to the real connectivity needs. This method, as part of a decision-making 
process, can be applied by the beneficiary of large transport infrastructure pro-
jects for the sustainable implementation of highway projects, representing 
a rigorous assessment of land and all components that have a direct influence on 
the design, construction and operation of such project. As part of the multi-
criteria analysis, the proposed and tested methodology can thus be applied to 
both road and rail infrastructure projects. 
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One of the important goals achieved through this approach was obtain-
ing objective, undisputed results, which through an efficient communication, 
could be generally accepted by the local communities involved, media and non-
governmental organizations. 

This methodology proves that it can be an asset in strategic planning 
which can be applied in other European member states as well, an aspect em-
phasized by JASPERS Romania office during technical meetings. 

5. Conclusions 
This paper represents an analysis model which provides geographically substan-
tiated quantitative solutions. This new approach can be introduced as a manda-
tory study in the legislation for the analysis of route / corridor alternatives that 
are to be implemented. The analysis aims to establish a route of a sector of 
Brașov - Bacău highway, which should meet the technical, environmental and 
cost criteria. In this context, four highway corridors with different, well-
individualized physical-geographical features were established and analyzed, 
which were differentiated based on a score function. The three evaluated criteria 
took into account the spatial relationship between corridors and protected areas, 
geomorphological forms and processes and estimated costs. The differentiation 
of the four alternative routes was made based on the resulting score which had 
three types of weights (equal weights, high weight for the environmental criteri-
on, high weight for the geomorphological and cost criterion). The three scenari-
os highlight the hierarchical variations of the corridors according to the assigned 
criteria and weights. The study can be used at governmental or regional deci-
sion-making level because it provides objective information on which scientifi-
cally substantiated choices can be made. For an even greater refinement of the 
results, other data sets can be introduced in the working methodology, such as the 
disposition of utilities, flood risk, commercial, residential or industrial areas. 
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1. Introduction 
For a comfortable stay of people in buildings, an important condition is the 
availability of fresh air that complies with sanitary and hygienic standards, the 
supply of which is ensured by a forced ventilation system. Ventilation system 
performs the function of exchanging air in the room to remove excess heat, 
moisture, carbon dioxide, harmful and polluting substances in order to ensure an 
acceptable microclimate and air quality in the zone of human presence. Compli-
ance with the normative air exchange in residential and administrative build-
ings, determined by the state building standards of Ukraine, is mandatory for 
new construction or reconstruction of existing buildings. 

Increasing the energy efficiency of buildings standards complicates the 
design of ventilation systems due to with significant year-round costs of energy 
for heating and cooling the supply air. Air heating process requires a significant 
amount of energy (Cepiński et al. 2020). One of the solutions to the problem of 
reducing energy intensity is the use of a geothermal ventilation system, due to 
which it is possible to reduce the difference in the supply air temperature with 
the standard value and reduce the energy costs for heating (or cooling) before 
supplying air to the room. 

The aim of this work is to develop a numerical model of the year-round 
operation of an Earth-to-Air Heat Exchanger, EAHE, with a circular cross-
sectional shape with further its validation based on the obtained experimental 
data. We consider that these studies can form the basis for the development of 
methods for calculating and designing geothermal ventilation systems for cli-
mate conditions of Ukraine.  

2. Background 
To minimize the energy consumption of buildings, various systems have recent-
ly been used to extract low-grade soil heat. For example, vertical ground source 
heat pump heat exchangers (Dolan & Mikielewicz 2017a, 2017b), horizontal 
ground source heat pump heat exchangers (Díaz-Hernández et al. 2020), earth-
to-air heat exchangers (Agrawal et al. 2019). 

The main element of the geothermal ventilation system is an EAHE that 
is located in the soil mass at a certain depth – from 1.0 to 3.0 m, depending on 
the climatic conditions of a particular area. The EAHE usually has channels 
with a round cross-sectional shape and various lengths (see Table 1).  

Article (Sakhri et al. 2020) shows main designs of typical EAHE. Opera-
tional parameters of these type heat exchangers have been widely studied through-
out the world over the past decade. For example, studies conducted in Europe 
(Tzaferis et al. 1992, Badescu et al. 2007, Benkert et al. 1997, Congedo et al. 2019, 
Greco & Masselli 2019), CIS countries (Filatov & Volodin 2013), Africa (Sehli et 
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al. 2012, Amara et al. 2011, Hamdi et al. 2018, Serageldin et al. 2016), Asia (Sanusi 
2012, Ariffin et al. 2014, Misra et al. 2018, Agrawal et al. 2019, Verma et al.) and 
America (Díaz-Hernández et al. 2020, Krarti & Kreider 1996). 

Ukraine also begins to carry studies in this direction (Basok & Novitska 
2017, Nakorchevsky & Belyaeva 2005, Tkachenko et al. 2020, Basok et al. 
2020), but their results are not enough to develop methods for calculating and 
designing geothermal ventilation systems for the corresponding climate condi-
tions and local soils. 

The active development of geothermal ventilation systems necessitates 
theoretical studies to understand the processes occurring in EAHE and to de-
termine the quantitative effect of various parameters on the energy and econom-
ic efficiency of such a system. In general, the energy efficiency of a heat ex-
changer may depend on the following parameters (Ariffin et al. 2014): 
• configuration and geometric dimensions of the heat exchanger, 
• climatic conditions, 
• thermophysical properties of the soil. 

The consideration of these factors together or singly is a difficult task 
that modern researchers face. Recently were published in information sources 
several studies of the operation of EAHE using numerical simulation (Díaz-
Hernández et al. 2020, Tzaferis et al. 1992, Badescu 2007, Greco et al. 2020, 
Serageldin et al. 2016, Rouag et al. 2018). An analysis of such heat exchangers 
usually involves either calculating the thermal conductivity of the soil mass to 
the wall of the heat exchanger or calculating the parameters of convective heat 
transfer between the air in the heat exchanger and the soil mass. Articles usually 
considered one, two- and three-dimensional numerical models of EAHE with 
various restrictions. 

For example, article (Badescu 2007) describes a two-dimensional nu-
merical model for calculating the parameters of an EAHE containing a single 
circular cross-section pipe with length of 36.0 m. The model is based on the 
determination of temperature values on the soil surface and in the vertical sec-
tion of the soil mass. Calculations considered only the horizontal part of the 
heat exchanger, the influence of the vertical sections of the air inlet and outlet 
was considered insignificant. On the soil surface, the model takes into account 
convective heat flux, long-wave radiation from the soil surface, absorption of 
insolation energy by the surface of the soil, as well as latent heat of evaporation. 

In (Tzaferis et. al. 1992), a comparison is made of eight existing at the 
time of publication of numerical models describing the heat exchange of air in 
the channel with the ground. The work describes an assessment of the sensitivi-
ty of methods to such parameters as inlet air temperature, air velocity, pipe 
length, radius and depth of the heat exchanger. In addition, the calculation re-
sults were compared with experimental data. 
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A semi-analytical model for determining the temperature of the soil 
near an EAHE with circular cross-section in long-term operation is shown in 
(Rouag et al. 2018). The aim of the work was to determine the optimal distance 
between the pipes of such a device, as well as between the devices themselves 
in the case of several heat exchangers located at a distance. 

An original scheme for the removal of soil heat or cold by energy piles 
with air filling as a coolant was calculated based on numerical simulation in 
paper (Filatov & Volodin 2013). It was found, that when using energy piles as 
part of the supply ventilation system, in the warm season, the air temperature 
decreased by 3-6°C, and in the cold – it was heated by 6-9°C. At the same time, 
no more than 0.3% of energy was spent on air transportation from the energy of 
the heat flux of the energy pile. 

In addition to works that are devoted to CFD modeling, articles describ-
ing experimental studies are also widely presented in the scientific literature 
(Cepiński et al. 2020, Díaz-Hernández et al. 2020, Hamdi et al. 2018, Serageld-
in et al. 2016, Misra et al. 2018). In these works, thermal performance of EAHE 
of different heating and cooling systems were analyzed. For example, article 
(Bonuso et al. 2020) shows ways for practical usage of EAHE in greenhouse 
and providing both the results of computational modelling and some experi-
mental data of thermal performance of these EAHE. 

Airflow in systems of this type is usually constant and selects at the 
discretion of the authors. Data on the flow rate or speed of air passing through 
the EAHE are shown in Table 2. 

An important characteristic that used in the calculations is the climatic 
data on the temperature of the soil depending on the depth and its thermophysi-
cal properties (Table 3). In the literature, it is possible to find data on soil tem-
peratures for a number of countries (Díaz-Hernández 2020, Benkert et al. 1997, 
Sanusi 2012), including and Ukraine (Nakorchevsky & Belyaeva 2005), as well 
as its thermophysical properties (Benkert et al. 1997, Congedo et al. 2019, 
Amara et al. 2011, Rouag et al. 2018, Basok et al. 2009). In the works it is usu-
ally accepted the assumption that soil is a homogeneous and isotropic medium.  
Several works also shows that the properties of the soil, namely its thermal con-
ductivity, slightly affect the air temperature at the outlet of the EAHE. So, for 
example, in (Congedo et al. 2019), calculations of the parameters of an EAHE 
located at a depth of 3.0 m in soil with thermal conductivity in the range 1.49-
2.1 W/(m·K) are presented, and it is concluded that such a range values does not 
significantly affect the air temperature at the outlet of the heat exchanger. The 
authors attribute this result to the low heat capacity of the air, which leads to 
a rapid decrease in air temperature to a value that is close to the soil temperature. 
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Thus, the analysis of literature sources showed that now there are quite 
a lot of studies devoted to the issues of geothermal ventilation. The results of 
EAHE’s modeling with various geometric data and which operate in their au-
thentic soils under various hydraulic regimes and that are located at different 
depths are widely presented. However, these studies do not allow obtaining 
generalized patterns of heat transfer during the operation of soil-air heat ex-
changers and the influence of the geometric parameters of the heat exchanger on 
the operation of the geothermal ventilation system as a whole. 

3. Description of the proposed numerical model 
To solve the problems of heat accumulation by soil, it is necessary to know the 
depth of annual temperature changes in the soil H, which determines the soil 
layer that responds to changes in the temperature of the Earth’s atmosphere. 
Below depth H, the temperature regime of the soil mass is stable and deter-
mined solely by the geological state. As shown in (Nakorchevsky & Belyaeva 
2005), the values of H can vary from 3.9 m to 5.0 m, and the temperature of the 
soil mass below this depth can be from 5°C to 9°C, for different regions of 
Ukraine. Therefore, when fresh air passes through the EAHE, it heats in winter 
or cools in summer, as shown in Figure 1. 

In this paper, to study the air flow in a pipe located in an array of soil, 
we used a numerical model based on the following assumptions: 
 all materials used in the calculations were considered isotropic and homoge-

neous, 
 in accordance with the data given in (Nakorchevsky & Belyaeva 2005), it is 

accepted that the temperature of the soil depends on the depth. 
 
The calculations performed based on the system of equations for con-

servation of momentum, energy, kinetic energy of turbulence, and dissipation 
rate of kinetic energy of turbulence (1-8), which characterizes the processes of 
aerodynamics and heat transfer in an air-soil heat exchanger. 
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a) b) 

Fig. 1. Schematic diagram of the operation of geothermal ventilation system:  
a) in summer; b) in winter 

 
The continuity equation: 

0v u w
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  
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The equations of conservation of momentum: 
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 

       
              

, (3) 

2 2 2

2 2 2

1w w w p w w wu v w
x y z z x y z


 

       
              

. (4) 

Energy conservation equation: 
2 2 2

2 2 2

T T T T T Tu v w a
x y z x y z

      
           

. (5) 

Equation of thermal conductivity of soil: 
2 2 2

2 2 2 0T T Ta
x y z

   
      

 (6)

 
To close the system of equations of turbulent transfer, we use the k - ε 

model of turbulence. This model described by using equations for the kinetic 
energy and dissipation rate. 
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The equation of conservation of kinetic energy: 

t t t
k

k k k

uk vk wk k k k G
x y z x x y y z z

     
  

                  
                   

                       
, (7) 

and the dissipation rate conservation equation: 

2

1 2

t

t t
k

u v w
x y z x x

G G C
y y z z k k



 
 

    


       
 

      
      

       
         

           
            

, (8) 

The basic equations were solved using the finite volume method. In 
most areas, the computational grid consisted of elements in the form of prisms. 
The Navier-Stokes equations were calculated with the first order of accuracy. 

The thermophysical properties of the materials, which we used in the 
calculations, are in Table 4. 

 
Table 4. Thermophysical properties of soil and air that accepted in the numerical model  

 Thermal conductivity, 
W/(m·К) 

Heat capacity, 
kJ/(kg·К) 

Density, 
kg/m3 

air 0.02420 1006.43 1.225 
soil 0.99262 1059.87 1920 

 
When performing calculations in the model, the following boundary 

conditions were used: 
1) On the surface of the soil mass that is in contact with the environment, the 

heat transfer coefficient of 23.0 W/(m2∙K) and temperature equal to the value 
of the air temperature at the inlet to the EAHE were set. 

2) On the sides of the soil massif, which is limited by the calculation area, the 
temperature of the soil (in Kelvin degrees) was set, which depended on the 
depth and time of the year: 

mid-April: 3 2( ) 0.16 0.6899 0.343 277.24Т z z z z     
mid-July: 2( ) 0.431 2.685 287.3Т z z z    
mid-October: 3 2( ) 0.245 0.702 0.494 285.1Т z z z z      
mid-January: 2( ) 0.54392 2.4523 277.54Т z z z     

At the lower boundary of the region, the soil temperature Ts was con-
stant and was according to (Sanusi 2012): April – 4С; July – 13.0C; October  
– 10.5C; January – 4.75C. 
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3) At the entrance to the EAHE air velocity v, m/s and air inlet temperature Tin, 
K were set. As turbulence parameters, we chose turbulence intensity of 10% 
and a hydraulic diameter corresponding to the diameter of the pipe. 

4. Experimental studies of operation of EAHE for the geothermal 
ventilation system 
To conduct experimental research on the operation of the geothermal ventilation 
system at the Institute of Engineering Thermophysics of the National Academy 
of Sciences of Ukraine an experimental stand was created. This stand is de-
signed to study thermophysical processes during the operation of a geothermal 
ventilation system elements. 

The main element of the experimental stand is EAHE with a circular 
cross section and a total length of 43.0 m. The heat exchanger is made of PVC-
U pipes Ø110 mm and located in the soil mass at a depth of 2.2 m (significantly 
lower than the seasonal depth of freezing in Kyiv). This heat exchanger is oper-
ated in two modes: in the warm season – air cooling mode, in the cold period  
– supply air heating mode for the supply and exhaust ventilation system. 

The study of the geothermal ventilation system was carried out in two 
hydrodynamic modes: the supply air was pumped through the heat exchanger at 
a speed of 4.4 m/s and 5.5 m/s in the flow core. These speed values correspond 
to a volumetric air flow rate of 29.0 dm3/s and 37.0 dm3/s. The experimental 
stand is equipped with a measuring system – a Testo 405-V1 hot-wire anemom-
eter, BME280 semiconductor temperature sensors (33 sensors in total, located 
in the soil mass near the heat exchanger), humidity and pressure sensors (at the 
inlet and outlet) and secondary computational device based on microprocessors. 

The main parameters that were measured at the inlet and outlet of the 
heat exchanger and recorded by a special automated measuring system and tes-
tified to the efficiency of the heat exchanger – temperature, relative humidity 
and flow pressure. All measurements were carried out during the year (with 
short breaks for maintenance work) with a duty cycle of one survey of all sen-
sors after a time period of 10 minutes. Also, the equipment used makes it possi-
ble to achieve a duty cycle of measurements up to measuring once every 1 sec-
ond. Further, the data was archived and preprocessed on a computer. Uncertain-
ties (random errors) of the experimental values were: 
 for temperature – ±0.2°С, 
 for absolute humidity – ±0.5-1%, 
 for pressure – ±20 Pa, 
 for air velocity – ±0.05 m/s. 
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Typical measurement results are shown in Figures 2-4. In particular, 
Figure 2 shows a complete generalized array of temperature measurement data 
for the total duration of the experiments from October 2018 to the end of Sep-
tember 2019. The abscissa axis shows the time of measurement of the experi-
mental point parameter values, first obtained once every 1 minute, and starting 
from 10 800 minutes (75 days of operation of the heat exchanger) once every 
10 minutes. The total measurement time – 516 240 minutes, that is, 358.5 days  
– almost the calendar year.  

As we can see, the outdoor temperature fluctuated during the study pe-
riod from +36°C to -14°C (weather data for Kyiv in 2018-2019). At the same 
time, the temperature of the air pumped through a horizontal heat exchanger 
was quasistationary (almost independent of the time of the current day) and 
varied from +18°C in summer to +2.5°C in winter. 
 

 
Fig. 2. Experimental data for ventilation air temperature (red drops – air inlet in EAHE; 
blue drops – air outlet from EAHE) 

 
Ventilation air was almost not sensitive to local changes (daily, ten-

day) in the ambient air temperature, and its temperature level was determined 
solely by the thermal regime of the soil mass surrounding the EAHE. That is, in 
the summer the air was cooled to a maximum of 18°C, and in the winter, it was 
heated to a maximum of 16°C to positive temperatures (which is important be-
cause there was no freezing of the soil at this depth). Air temperature was in the 
range of changes between the two red horizontal lines. In particular, in late 
spring, summer and early autumn, the temperature of ventilation air did not 
change much and amounted to 18°С. Due to this effect, the energy efficiency of 
the geothermal ventilation and air conditioning system of the house increased. 
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Fig. 3 shows detailed experimental studies of local changes in tempera-
ture, humidity and pressure for the day on August 18, 2018. The temperature 
difference reached almost 12°C (see Fig. 3a). At a midday temperature peak of 
the outdoor air at 29.5°C, the temperature of the soil mass near the heat exchanger 
barely changed after 3 hours – was observed temperature increase of 0.5°C. 

 
а) 

 
b) 

 
c) 

 
Fig. 3. Experimental data, obtained 18.08.2018: a) air temperature; b) air humidity;  
c) air pressure (red drops – air inlet in EAHE; blue drops – air outlet from EAHE) 
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Humidity of ventilation air (Fig. 3b) was quite high at the level of 95%. 
The ambient air humidity varied significantly from 55% at the peak of the noon 
temperature to 85% during the night cool. The time of minimum of the relative 
humidity of the outdoor air clearly coincided with the maximum of the dynam-
ics of changes in its temperature. 

The dynamics of pressure change of the airflow at the inlet and outlet of 
the EAHE correlated with the dynamics of changes in the external temperature. 
Both curves in Fig. 3c are clearly equidistant, the pressure drop over the entire 
measured period was 225 ... 235 Pa, which fully corresponds to the aerodynam-
ic loss for the geometry of the heat exchanger channels. 

 
а) 

 
b) 

 
Fig. 4. Experimental data, obtained 09.04.2019: a) air temperature; b) air humidity  
(red drops – air inlet in EAHE; blue drops – air outlet from EAHE) 

 
Fig. 4 shows effects of partial condensation of water vapor from outside 

air at the inlet to EAHE. Condensation of vapors occurred during the spring 
period of operation of the geothermal ventilation system, when the heating sea-
son was almost over. 
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The average daily ambient temperature almost coincided with the tem-
perature of the soil mass near the heat exchanger (Fig. 4a). During this period, 
the humidity of the ventilation air was mainly dominated by the humidity of the 
outside air (Fig. 4b), and water vapor condensation occurred in some intervals. 

5. Grid analysis and validation of a numerical model using 
experimental data 
The calculation area was a parallelepiped with dimensions of 22.0 m х 4.0 m х 
4.2 m (length х width х height), in which the EAHE pipe with a diameter of  
110 mm was located. The domain was divided into cells by means of a pyrami-
dal network with different thickening closer to the EAHE. Three mesh variants 
with different size of calculation cells were selected. The results of the compari-
son are presented in Fig. 5. 

 

 
Fig. 5. Grid analysis 

 
According to the results of comparison, for further calculations, a mesh 

with 1 million cells was selected. Since the difference between the calculation 
results between this and the grid with 4.35 million cells is less than 0.5°C (in 
contrast to the difference in the calculation of temperature between grids of 400 
thousand and 1 million cells), this is only slightly more than the temperature 
measurement uncertainty at experimental research. The computational domain 
diagram is shown in Fig. 6. 

We present the validation of the calculation results, which was carried 
out on the basis of the data obtained at the experimental stand. The data of 
a full-scale experiment are compared with the data of numerical simulation, 
provided that the stationary problem of air movement in an EAHE is solved at 
various average daily inlet air temperatures. 
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When the model was validated, the boundary temperature values in Oc-
tober and April, which were calculated according to (9), were set as boundary 
conditions on the lateral surface of the soil massif. On the upper surface the 
temperature equal to the temperature of the air entering the heat exchanger was 
set as a boundary condition. 

 

 
a) b) 

Fig. 6. Geometric dimensions of the heat exchanger (b) and scheme of the calculation 
area (b): 1 – air inlet to the EAHE; 2 – air outlet from the heat exchanger; 3 – soil mass 

 
Figure 7 shows a comparison of the experimental temperature data at 

the outlet of the EAHE and the results of numerical simulation. 
 

 
Fig. 7. Validation of numerical simulation using experimental data 
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As can be seen from Fig. 7, part of the experimental data coincides with 
the calculation within the experimental error. Some points lie above the calcu-
lated curve, this is because the calculation was carried out in a stationary set-
ting, and cannot take into account the accumulation of heat in the soil with 
a sharp change in the temperature regime of inlet air. That is, if the average 
daily temperature during the previous days before the measurement time dif-
fered by several degrees compared with the day of measurement, then, thermal 
energy accumulated in the soil mass around the pipe of the EAHE and caused 
a higher air temperature at the outlet of the heat exchanger. These non-
stationary process parameters were not taken into account in the model that was 
used in this case. But in general, in the absence of a sharp change in weather 
conditions, the model predicts the temperature at the outlet of the EAHE with 
the accuracy of experimental measurements. 

For the obtained data, the calculation of the average relative error was 
performed by the formula:  

(exp ) ( )

(exp )

100%


 outlet erimental outlet numerical

outlet rimental

T T
σ

T
 (10) 

Figure 8 shows the range of distribution of the relative error. 
 

 
a)                                                            b) 

Fig. 8. Range of distribution of relative error for: a) October; b) April 
 
The results of calculating the distribution of the relative error showed 

that it varies in the range from -0.25 to 1.25% (Fig. 9b). Most of the data for 
October 2018 (28%) has a relative error in the range of 0.25-0.5%. For April 
2018, the range of relative error ranged from -1 to 1%. Most of the data for 
April (Fig. 9a) (40%) have a relative error from 0 to 0.5%. 
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а)                                                       b) 

 
c)                                                      d) 

Fig. 9. Dependence of the air temperature at the outlet of the EAHE at various pipe 
diameters for: a) October; b) April; c) January; d) July 

6. Results and discussion 
Some researchers have investigated the diameter influences of EAHE on the 
performance of the whole system (Greco & Masselli 2020, Serageldin et al. 
2016, Krarti & Kreider 1996). Krarti, M. and Kreider, J.F. (Krarti & Kreider 
1996) developed a simplified analytical model of an underground air tunnel. 
The model was applied to a circular pipe buried at 1.5 m deep in ground. The 
ambient inlet temperature was assumed to vary sinusoidally within a 24 hour 
period, with an average value at 19C and an amplitude of 9C. The authors 
founded that outlet temperature depends significantly upon the pipe diameter. 
Increasing the pipe diameter results in a higher outlet air temperature. 

(Serageldin et al. 2016) performed serpentine horizontal EAHE investi-
gation in the weather conditions of Egypt. The results showed that with an in-
creasing of the pipe diameter during EAHE operation in heating mode, the out-
let air temperature decreases. 
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The authors of (Greco & Masselli 2020) optimized the parameters of 
the thermal performance of a horizontal single-duct heat exchanger on basis of 
the 2D numerical model. They founded that if the pipe is designed with smaller 
diameters and slower air flows, with other conditions that remain, the outlet 
temperatures come closer to the ground temperature. They proposed the combi-
nation that optimizes the performance of the EAHE system, with design condi-
tion for cooling and heating, is D = 0.1 m, v = 1.5 m/s; L = 50 m. 

In our work, using the numerical model of the EAHE, that was de-
scribed above, the operation parameters of the heat exchanger were calculated 
using pipelines with various typical outside diameters – 110, 160 and 200 mm. 
The initial temperature was the air temperature at the inlet to the heat exchanger 
and the air velocity, which was taken from the experimental data and amounted 
to 5.5 m/s. 

Using the numerical model, the air temperature at the outlet of the EA-
HE and the linear density of the heat flux from the soil mass to the air flow that 
was pumped through the heat exchanger were calculated. Figures 7 and 8 show 
the corresponding data for the middle of four months – October, January, April 
and July. These months can be considered as those that generally characterizes 
climatic data that are relevant for the corresponding period of the year. 

As can be seen from Fig. 9, the value of the outer diameter of the pipe-
line has a sufficiently significant effect on the difference in air temperature at 
the inlet and outlet of the EAHE. So, at the beginning (from October 15) and in 
the middle of the heating period (Fig. 9a and Fig. 9c), when the recuperative 
ventilation system has a significant contribution to the operation of the heating 
system, a pipeline with an outer diameter of 110 mm is optimal relative to the 
temperature head.  

However, in the summer (Fig. 9d), to ensure air conditioning, without 
violating sanitary and hygienic and construction standards (State Building Reg-
ulations of Ukraine 2013), the outer diameter of the pipeline is 200 mm, at 
which the temperature difference between the outgoing and incoming air is kept 
at 5°С. With such a difference in air temperature, it is possible to abandon the 
use of additional devices for cooling the supply air and minimize energy costs 
for air conditioning. 

Figure 10 shows the dependences of the influence of the outer diameter 
of the EAHE pipeline on the linear density of the heat flow. 

We founded that the linear density of the heat flux during operation of 
the EAHE weakly depends on the outer diameter of the heat exchanger pipeline 
at the beginning and at the end of the heating period (April 15) (Fig. 10a and 
Fig. 10b). 
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а)                                                      b) 

 
c)                                                         d) 

Fig. 10. Dependence of the linear heat flux density of the EAHE at different pipe 
diameters: a) October; b) April; c) January; d) July 

 
In the middle of the heating period (Fig. 10c), the influence of the outer 

diameter of the pipeline on the linear heat flow is more significant. Thus, when 
switching from a diameter of 110 mm to 160 mm, the linear heat flux increases, 
on average, by 30%. In the transition from a diameter of 160 mm to 200 mm, 
the growth of the linear heat flux decreases and amounts to 16%. 

In the summer (Fig. 10 d), a similar situation is observed. When there is 
the transition from a diameter of 110 mm to 160 mm, the linear heat flux in-
creases, on average, by 32%, in the transition from a diameter of 160 mm to 200 
mm, by 19%. 

Thus, the optimal from the point of view of linear heat flow in a geo-
thermal ventilation system is the use of an EAHE with an outer diameter of pipe 
of 160 mm. 
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7. Conclusions 
Improving the energy efficiency of buildings using geothermal ventilation sys-
tems is currently an actual area of research. 

The efficiency of heat transfer in the EAHE may be influenced by such 
parameters as the depth of placement, geometric size, shape of cross section, 
soil temperature, properties of heat exchanger materials, soil thermal and physi-
cal properties, mass flow through the system or its speed, climatic conditions, 
terrain features, etc. 

A comparison of calculation results with experimental data showed that 
the proposed numerical model adequately describes the processes of aerody-
namics and heat transfer in the EAHE. 

Comprehensive experimental studies and comparisons of their data 
with the results of calculations using the developed numerical model of com-
plex heat transfer processes made it possible to conduct a comparative analysis 
of the heat engineering parameters of air-ground heat exchangers with different 
pipe diameters. 

Thus, for the operation of regenerative geothermal ventilation in winter 
and air conditioning in summer, for a given length of EAHE, corresponding to 
the thermal properties of the soil and airflow, it is optimal to use plastic pipes 
with an outer diameter of 160 mm. 
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Abstract: LPG storage tanks may be seriously threatened by a fire coming from 
nearby fuels or by leakage appearance. The aim of the study was to prepare a three-
dimensional model of LPG release on a car gas station under different 
environmental conditions. CFD simulations of liquid and gas phase release from 
a tank localized on a car gas station was performed. First, ALOHA software was 
applied to determine mass flow rate, while Ansys software was used to determine 
the shape and size of hazardous zone. To reflect real condition atmospheric stability 
classes were applied. It was observed that for classes A-D the hazardous zone was 
decreasing. While, for E and F class the range was increased. It was noticed that the 
location of the leakage affects the extent of the danger zone. For the leaking below 
the liquid surface analyzed LPG has liquid form. While, for the leaking above the 
liquid surface analyzed LPG has gas form. Furthermore, for liquid leakage the 
largest hazard zone of release was observed. 
Keywords: gas emergency release, liquid petroleum gas, CFD simulation, 
atmospheric stability class 
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1. Introduction 
The large population density increases probability of any hazardous material re-
lease (Pontiggia et al. 2011, Piecuch et al. 2015, Polanczyk et al. 2019, Majder-
Lopatka et al. 2020). Dispersion of storage gases due to the natural or the indus-
trial accidents may lead to tragic consequences (Polanczyk et al. 2018, Polanczyk 
et al. 2020). Moreover, transportation of liquefied flammable products is affected 
by severe accidents (D’Aulisa et al. 2014, Polanczyk et al. 2018). To prevent the 
effects of these disasters different approaches have been introduced in the litera-
ture (Lovreglio et al. 2016, Polanczyk et al. 2018). Past accident data analysis 
shows that about 33% of accidents occurred during road or rail LPG transporta-
tion resulted in boiling liquid expanding vapor explosions (D’Aulisa et al. 2014, 
Polanczyk et al. 2020). When exposed to severe distant source radiation induced 
by fire, LPG tanks may be subjected to severe heat-up and consequent pressuri-
zation, which may lead to the catastrophic rupture of the tank (Scarponi et al. 
2017). LPG storage tanks may be seriously threatened by a fire, particularly in 
those cases where negligence or regulatory gaps allow a very close exposure of 
these tanks to flames coming from nearby fuels or by leakage appearance 
(EmrysScarponi et al. 2020). Furthermore, fragments resulting from the destruc-
tion of the tank shell can be projected to the surrounding, potentially worsening 
the consequences of the explosion (Tugnoli et al. 2013). The lack of an effective 
safety distance between the LPG tank and the surrounding fuels caused the open-
ing of the safety relief valves and intense jet fires (EmrysScarponi et al. 2020). 

To assist decisions and planning in case of hazardous gases numerical 
techniques are applied (Hannaa et al. 2009, Polanczyk & Salamonowicz 2018). 
Moreover, in industrial processes numerical tools are present (Wawrzyniak et al. 
2012, Wawrzyniak et al. 2012, Czapczuk et al. 2017). In recent years, more de-
tailed models for the simulation of LPG vessels exposed to fire were developed, 
based on computational fluid dynamics (CFD) Various computational tools are 
applied for description of dispersion process i.e. Phast software (Wang et al. 
2017), Aloha software (Thoman et al. 2006), Ansys software (Polanczyk et al. 
2013, Salamonowicz et al. 2015) and FDS (Salamonowicz et al. 2021). However, 
the simulation set up considered only full engulfment conditions, and the possible 
transient evolution of fire scenario was not systematically considered. Therefore, 
the aim of the study was to prepare a three-dimensional model of LPG release on 
a car gas station under different environmental conditions. 

2. Materials and methods 
2.1. Case study 
Analyzed case was composed of the area included one gas tank, three gas 
distributors, one building and one carport. During a regular day the side surface 
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of Liquid Petroleum Gas (LPG) tank on a car gas station was unsealed. The 
emergency release was provoked by the lack of proper maintenance, inspection 
and damage on detachable flange connections. Two different approaches of 
unsealed tank were considered: 1) in the lower part of the tank (0.3 m measuring 
from the ground), where liquid phase is localized, liquid phase of LPG leak 
appeared; 2) in the upper part of the tank (0.7 m measuring from the ground), 
where gas phase is localized, gas phase of LPG leak appeared. 

According to the first approach the phenomenon was directed into the 
leak appearance above the liquid level and release of gas vapors. The LPG 
released in this way is further dispersed. While, propane-butane is heavier then 
air, the released gas slowly settle on the ground and flood the depressions, e.g. 
sewage wells. The dispersed gas creates an explosive atmosphere which together 
with ignition source may explode. Moreover, gas remaining in depressions of the 
land may remain there for a long time. 

According to the second approach the phenomenon was directed into the 
leak appearance in the part of the tank with liquid LPG. As a result a boiling pool 
of propane-butane is formed on the ground (boilling temperature -41.2°C). 
Combustible vapors arising from boiling pool are mixing with air and creating an 
explosive atmosphere. 

2.2. Model description 
The fluid dynamic response of the LPG tank exposed on different environmental 
conditions was modeled by two- and three-dimensional simulations. The follow-
ing boundary conditions for numerical simulation of LPG release on a car gas 
station were assumed: free ejection of LPG into open space (T = 25oC and P = 
101325 Pa, air (ρ = 1.23 kg/m3, ƞ = 1.79 10-5 kg/(m s)). The properties of analyzed 
LPG were approximated as for the following composition: propane - mass frac-
tion 0.595, n-butane – mass fraction 0.405, temperature 25oC. 

In the first step, with the use of Ansys SpaceClaim software (ANSYS, 
Canonsburg, PA USA) and technical documentation a three-dimensional model 
(length = 200 m, width = 100 m, heigh = 20 m) of a gas station was reconstructed 
(Fig. 1). In the analyzed domain 6 objects were localized (one gas tank, three 
distributors, one building and one carport) (Table 1). 

 

 
Fig. 1. Three-dimensional model of a gas station 
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The following boundary conditions were used: mass flow outlet from the 
unsealed tank, wall (for all obstacles). Moreover, at the inlet to the geometry, 
velocity inlet boundary representing flowing air was applied. 

 
Table 1. Dimensions of objects on the car gas station 

Object Length [m] Width [m] Height [m] 
Gas tank 4 1 1 
Distributor 0.5 0.5 1.5 
Building 20 10 4 
Carport 10 5 7 

 
Next, digital grid with the use of Ansys Meshing software (ANSYS, Can-

onsburg, PA USA) composed of tetrahedrons with boundary layer was created. 
After mesh independent tests the number of numerical grid elements was estab-
lished at approximately 5 000 000, with boundary layer for whole analyzed do-
main composed of 10 layers (Fig. 2). 

 

 
Fig. 2. Three-dimensional mesh model of  gas station. 

 
Moreover, for the calculation of mass flow rate (eq. 1) Aloha software 

was used (Thoman et al. 2005, Tsenga et al. 2012, Sun et al. 2013). Mathematical 
domain was limited to the cylindrical tank (diameter = 4 m, high = 1 m, length = 
1 m). However, there were no obstacles. For the gas phase upwards emission at 
1.5 m level was observed. While, for the liquid phase downwards emission was 
observed at 0.5 m level was observed. Moreover, gas phase leak was analyzed at 
constant temperature equal to 25°C. While, for the liquid phase, the gas temper-
ature was lowered due to the immediately phase transition from liquid to gas after 
it escaped into the atmosphere through the leaks. Therefore, gas phase was ob-
served closer to the ground after release from the tank, while it is heavier than air 
and is colder than air. Convergence level was set at 1 e-5. 
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Next, three-dimensional LPG release with the use of Ansys Fluent 19 
software (ANSYS, Canonsburg, PA USA) was analyzed. Reynolds Averaged 
Navier-Stokes equations (eq.1-3) were applied (Ganta et al. 2014, Zieminska-
Stolarska et al. 2015). 

 ൬𝜕𝑣௫𝜕𝑡 + 𝑣௫ 𝜕𝑣௫𝜕𝑥 + 𝑣௬ 𝜕𝑣௫𝜕𝑦 + 𝑣௭ 𝜕𝑣௫𝜕𝑧 ൰ = 𝜌𝑔௫ − 𝜕𝑝𝜕𝑥 + డడ௫ ൬ሺ𝜇 + 𝜇௧ሻ(2 డ௩ೣడ௫ )൰ + డడ௬ ቆ(𝜇 + 𝜇௧)(డ௩೥డ௬ + డ௩೤డ௫ )ቇ + డడ௭ ൬(𝜇 + 𝜇௧)(డ௩ೣడ௭ + డ௩೥డ௫ )൰
 (1) 𝜌 ቆ𝜕𝑣௬𝜕𝑡 + 𝑣௫ 𝜕𝑣௬𝜕𝑥 + 𝑣௬ 𝜕𝑣௬𝜕𝑦 + 𝑣௭ 𝜕𝑣௬𝜕𝑧 ቇ = 𝜌𝑔௬ − 𝜕𝑝𝜕𝑦 + 

డడ௫ ቆ(𝜇 + 𝜇௧)(డ௩೤డ௫ + డ௩ೣడ௬ )ቇ + డడ௬ ቆ(𝜇 + 𝜇௧)(2 డ௩೤డ௬ )ቇ + డడ௭ ቆ(𝜇 + 𝜇௧)(డ௩೤డ௭ + డ௩೥డ௬ )ቇ
 (2) 𝜌 ቆ𝜕𝑣௭𝜕𝑡 + 𝑣௫ 𝜕𝑣௭𝜕𝑥 + 𝑣௬ 𝜕𝑣௭௬𝜕𝑦 + 𝑣௭ 𝜕𝑣௭𝜕𝑧 ቇ = 𝜌𝑔௭ − 𝜕𝑝𝜕𝑧 + 

డడ௫ ൬(𝜇 + 𝜇௧)(డ௩೥డ௫ + డ௩ೣడ௭ )൰ + డడ௬ ቆ(𝜇 + 𝜇௧)(డ௩೥డ௬ + డ௩೤డ௭ )ቇ + డడ௭ ൬(𝜇 + 𝜇௧)(డ௩೥డ௭ )൰ (3) 

 
where: 
vx,vy,vz – velocity components for x, y, z directions, [m/s], 
t – time [s]; g – acceleration in x, y, z direction, [m2/s], 
µ – fluid viscosity, [Pa s], 
ρ – fluid density, [kg/m3], 
µt – turbulent viscosity, [Pa s]. 

 
In this work, the k–ε model was used to represent the effects of turbulence 

(Pontiggiaa et al. 2010). Moreover, as a wind speed is a crucial parameter, recon-
struction of dispersion in real conditions required usage of Pasquill stability class. 
While, it required reflection of the wind profile along the height depending on the 
atmospheric stability Pasquill stability class (Table 2) (Eduardo Krügera and 
Emmanuel 2013). 
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Table 2. Velocity profile in function of atmospheric stability class 

Stability class Coefficient [-] Wind speed [m/s] Equation 
A 0.109 1 v = (y/10)0.109 
B 0.112 3 v = (y/10)0.112 
C 0.12 5 v = (y/10)0.12 
D 0.142 7 v = (y/10)0.142 
E 0.203 3 v = (y/10)0.203 
F 0.253 2 v = (y/10)0.253 

3. Results 
The methodology presented in this work provides a numerical tool to assess 
whether the exposure of a LPG tank to a given atmospheric scenario can be 
deemed safe (Scarponi et al. 2020). The influence of environmental parameters 
as well as released phase on the size of hazardous zone was analyzed. The meth-
odology presented in this study provided a numerical tool to assess whether the 
exposure of an LPG tank to a given environmental scenario can be deemed safe 
on a car gas station. To reconstruct a realistic conditions of wind appearance, an 
atmospheric stability classes were applied. It was in line with Mack et al. who 
investigated CO2 dispersion where experimentally measured inlet profile of wind 
was simulated (Mack & Spruijt 2014). Moreover, in our study we assumed tur-
bulent character of flow, therefore, standard k-ε model was used to describe its 
properties. It was in line with Xing et al. who observed that the results from the 
standard k-ε model were in acceptable agreement with the experimental data for 
the gas dispersion process (Xing et al. 2013). However, contrary to this 
Sklavounos et al. found that the standard k–ε model overestimate maximal con-
centration of heavy gas (Sklavounos & Rigas 2004). Nevertheless, our study in-
dicated that this turbulent model may be used in simulation of LPG release. 

In the first step, ALOHA software was applied to estimate the range of 
emergency zone. While, the leak was not limited by any obstacles, equal emer-
gency range was observed for both analyzed phases (Table 3). Increasing of at-
mospheric stability class from A to F resulted in hazardous zone range equal to 
11 m for gas phase and liquid phase. 

In the next step the three-dimensional car gas station was analyzed. It was 
observed that wind direction and atmospheric stability class as well as retaining 
wall and anti-burst wall had impact on the explosive range for both phases (Ta-
ble 4). For the same atmospheric stability classes higher range of zone for gas 
phase compare to the liquid phase was observed. Fig. 3 presents a leak of LPG 
for both phases, the iso-surfaces are presented for a concentration of 2%, which 
corresponds to the lower explosive limit (LEL). Liquid phase was spread on the 
ground, while gas phase surrounded LPG tank. When B atmospheric stability 
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class was applied liquid was longitudinally concentrated, while gas phase was 
mostly concentrated under a tank (Fig. 4). For C atmospheric stability class, the 
range of liquid phase zone was about 5 times shorter compare to the gas phase 
(Fig. 5). Moreover, comparison of C and D atmospheric stability class indicated 
further decrease of hazard zone range (Fig. 6). While, for E and F atmospheric 
stability class increase of hazardous zone was observed. For E class the range of 
hazardous zone was equal to 4.5 m and 37.5 m for gas and liquid, respectively. 
While, for F class the range of hazardous zone was equal to 45 m and 19.6 m for 
gas and liquid, respectively. 

 
Table 3. The range of explosive zone calculated with ALOHA software 

Phase Atmospheric stability class Range of zone [m] 

Gas 

A 11 
B 11 
C 11 
D 11 
E 11 
F 11 

Liquid 

A 11 
B 11 
C 11 
D 11 
E 11 
F 11 

 
Table 4. The range of explosive zone calculated with Ansys software 

Phase Atmospheric stability class Range of zone [m] 

Gas 

A 3.5 
B 1.9 
C 1,0 
D 0.8 
E 4.5 
F 5,0 

Liquid 

A 17.5 
B 11,0 
C 5.5 
D 2.3 
E 37.5 
F 19.6 
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(a) 

 
(b) 

Fig. 3. Graphical representation of LPG leak for the atmospheric stability class A: (a) 
gas phase of propane, (b) liquid phase of propane. Color bar presents mole fractions of 
propane 

 
Each time released LPG was not presented behind anti-burst wall. Which 

corresponds to the real situation on a car gas station. Moreover, hazardous zone 
only for F stability class for gas phase was presented in the area of distributors. 
Furthermore, for A stability class for gas phase hazardous zone was observed 
close to the building. 

 

(a) (b) 

Fig. 4. Graphical representation of LPG leak for the atmospheric stability class B:  
(a) gas phase of propane, (b) liquid phase of propane. Color bar presents mole fractions 
of propane 
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(a) (b) 

Fig. 5. Graphical representation of LPG leak for the atmospheric stability class C:  
(a) gas phase of propane, (b) liquid phase of propane. Color bar presents mole fractions 
of propane 

 
Moreover, it was noticed that not only a character of wind (different at-

mospheric stability class) but also the direction of wind had impact on the range 
and size of hazardous zone (Fig. 9). When wind was directed from the left side 
of the mathematical domain, longitudinal range of hazardous zone was equal to 
11 m (Fig. 9a), while wind directed from the right side affected extend of the 
hazardous zone to 15 m. Which was caused by appearance of retaining wall as 
well as anti-burst wall. 

 

(a) (b) 

Fig. 6. Graphical representation of LPG leak for the atmospheric stability class D:  
(a) gas phase of propane, (b) liquid phase of propane. Color bar presents mole fractions 
of propane 
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(a) (b) 

Fig. 7. Graphical representation of LPG leak for the atmospheric stability class E: (a) gas 
phase of propane, (b) liquid phase of propane. Color bar presents mole fractions of propane 

 

(a) (b) 

Fig. 8. Graphical representation of LPG leak for the atmospheric stability class F: (a) gas 
phase of propane, (b) liquid phase of propane. Color bar presents mole fractions of propane 

 

(a) (b) 

Fig. 9. Comparison of liquid phase release for different wind direction for the atmospheric 
stability class B: (a) for the left side of the analyzed domain, (b) from the right side of the 
analyzed domain 
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3.1. Limitation to the study 
Presented model was analyzed within one car gas station. In the future we would 
like to analyze different spatial configurations of gas car stations. Moreover, we 
analyzed the process under constant temperature. In the future we would like to 
include different environmental temperatures which may reflect different sea-
sons. 

4. Conclusions 
The proposed CFD model enabled analysis of LPG emergency release from 
a tank at the car gas station. It was observed that urban obstacles have a signifi-
cant effect on gas propagation. All analyzed cases indicated that the explosive 
zone was located several dozen centimeters above ground. Moreover, the range 
of the explosion hazard zone is strongly dependent on the weather conditions. 
Considering the obtained results, it can be observed that the lower the wind speed, 
the greater the explosion hazard zone. The leakage of the gas and liquid phase 
was the largest for the low wind speed (wind speed class: A, E, F). Furthermore, 
LPG tanks should be located in an open area which enables freely diluting of 
released gases. 

Moreover, it was observed that the location of the leakage affects the ex-
tent of the danger zone. For the leaking below the liquid surface analyzed LPG 
has liquid form. While, for the leaking above the liquid surface analyzed LPG has 
gas form. Furthermore, for liquid leakage the largest hazard zone of release was 
observed. 
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Abstract: The purpose of this study was to assess progress in the implementation 
of rules for the control and handling of ballast water and sediments, regulated by 
the International Convention on the Control and Handling of Ship Ballast Water 
and Sediments (BWM Convention). The survey was conducted in 2018-2019 
among seafarers responsible for handling ballast tanks. Analysis of the survey da-
ta revealed that despite the introduction of water treatments, ballast water contin-
ues to be a vector for the transfer of non-native organisms. This is due to the low 
effectiveness of the methods used, and the fact that 8% of the respondents an-
swered that no BWT systems were used on the ships they manage. Despite this, 
some seafarers (4.7%) indicated that increasing environmental awareness and ad-
herence to BWM principles should result in improved protection of aquatic eco-
systems. Therefore, the global problem concerning the transport of non-native or-
ganisms via ballast water has still not been solved effectively. In the near future, 
improved BWT systems should be introduced, which after proper training of the 
crew will act as a barrier to the transfer of non-native organisms in ballast water. 
Keywords: ballast water, foreign species, BWM convention,  
ballast water treatment, sea transport 

1. Introduction 
The chemical composition of water is shaped by natural phenomena and, to 
a large extent, depends on the structure of the catchment area, soil and rock 
environment, and the level of pollution in the area of the water's origin (Pyłka-
Gustowska 2000). The chemical composition has been significantly affected by 
the development of the economy and maritime transport. Aquatic and terrestrial 
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areas used by port infrastructure to enable maritime transport are subject to 
a strong anthropogenic influence (Directive 2002/413/EC of 30 May 2002). The 
continuous flow of ships arriving and departing from many different environ-
ments provides a basis for the transmission of marine organisms in ballast tanks 
(David & Gollasch 2018, Gollasch & David 2019). These organisms have 
a major impact on the environment surrounding the ports which has led to many 
studies on the composition of species in the ships' ballast waters (Zvyagintsev & 
Selifonova 2010, Butron et al. 2011, Carney et al. 2011) and ballast water 
treatment systems (Albert et al. 2013). Under favourable environmental condi-
tions, e.g. temperature, suitable substrate and salinity, non-native species trans-
ported in ballast water may establish and spread in the ecosystems surrounding 
the port where ballast water was exchanged (Ojaveer et al. 2016, Normant-
Saremba et al. 2017, David et al. 2019, Gollasch & David 2019). 

The problem of uncontrolled movement of aquatic organisms and path-
ogens from ballast water as a result of international maritime transport has re-
sulted in the creation of the International Convention for the Control and Man-
agement of Ships' Ballast Water and Sediments (Rastegary 2017), or the Ballast 
Water Management convention. Drafted in 2004 under the supervision of the 
International Maritime Organisation (IMO), and ratified on the 8th of September 
2016, the document became a legal instrument which covers all elements of 
international shipping (Rastegary 2017, David & Gollasch 2018, Gollasch & 
David 2019). According to the principles of the Convention, as of the 7th of 
September 2017, all shipowners who have ships designed or constructed to car-
ry ballast water, are obliged to comply with it. Under the BWM regulations, 
ships are required to carry out an inspection on the basis of which they can re-
ceive an International Ballast Water Management Certificate and to have an 
approved Ballast Water Management Plan (BWMP) and a Ballast Water Record 
Book (BWRB) (International Convention for the Control and Management of 
Ships' Ballast Water and Sediments, Rahman 2017, Gollasch & David 2019, 
Kuroshi et al. 2019).  

The BWM Convention also forced ship masters to remove ballast water 
at a distance of at least 370 km from the coast, to clean the ballast tanks more 
frequently and introduce various ballast water treatment systems. The water 
treatment systems recommended by IMO that meet the Convention's D-2 norm 
are based, among other things, on the use of UV radiation, filtration, water heat-
ing, biodegradation, and chemical disinfection, often working in combination 
with one another (BWM Convention, Kuroshi et al. 2019).  

The aim of this work is to assess the progress in the implementation of 
the principles of Control and Management of Ships' ballast water and sediment 
regulated by the BWM Convention and the attitude of seafarers, who are respon-
sible for managing the exchange of ballast water, towards the new regulations. 
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2. Material and Methods 
This study was based on surveys used to collect information from seafarers 
active in various posts. The surveys were carried out in 2018 and 2019, with 
2000 questionnaires in total handed to seafarers in charge of the management of 
ballast tanks and related work. This group of respondents was chosen due to the 
nature of their work on the ship which was related to the International Conven-
tion for the Control and Management of Ships' Ballast Water and Sediments. 
The study took into account only those questionnaires which included answers 
concerning ships with ballast tanks. After excluding documents not meeting the 
requirements, 1200 completed questionnaires were received. The questionnaire 
was divided into 2 parts. The first section concerned the current situation of the 
ships operation according to the type and size of ballast tanks, as well the Ships' 
region of operation in order to determine the significance of the ballast water 
problem. The second range of questions concerned seafarers' training and 
awareness of changes in legislation and the introduction of the International 
Convention for the Control and Management of Ships' Ballast Water and Sedi-
ments and their knowledge of potentially harmful organisms carried in ballast 
water (Appendix 1). The design of the survey also allowed for an examination 
of the seafarers' opinions and attitudes (such as their hopes and fears regarding 
the effectiveness of the introduced ballast water treatment solutions) to the new 
rules for the Control and Management of Ships' ballast water and sediments. 

3. Results 
3.1. Characteristics of the ships surveyed in terms of their use 
The questionnaires were received from respondents who indicated that under 
the last three contracts they managed primarily seven types of ship, 50% of 
which were ships under 100 meters in length (600 ships), 33% were ships be-
tween 100 and 200 meters in length and 17% were ships over 200 meters (Fig. 
1). The majority of the seafarers worked on ships operating exclusively in Eu-
ropean areas (58% of all ships, including 600 ships under 100 metres and 96 
ships between 100 and 200 metres long). In contrast, only 100 ships operated on 
the Europe-Asia-Africa-America route (10%) and 404 ships (32%) operated 
worldwide. Comparing the route of ships with the capacity of their ballast tanks, 
ships sailing exclusively in Europe accounted for as much as 71% of ships with 
ballast tanks no bigger than 5,000 m3. On the other hand, ships sailing on routes 
between Europe and America, Europe and Africa or Europe and Asia had tanks 
between 5,000 m3 and 20,000 m3. In the case of ships sailing all over the world, 
the majority of them (as much as 90% of them) were ships with ballast tanks 
exceeding 20,000 m3 (Fig. 2).  
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The results of the surveys showed that the larger the vessel is, the larger 
the ballast tanks are, which may lead to the increased number of non-native 
organisms being transported in ballast water. 
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3.2. Assessment of seafarers' awareness of changes in legislation under 
theInternational Convention for the Control and Management of Ships' 
Ballast Water and Sediments (BWM Convention) 
As many as 15% of the seafarers surveyed were not familiar with the recom-
mendations of the International Convention for the Control and Management of 
Ships' Ballast Water and Sediments. The group of respondents who did not at-
tempt to learn the BWM (Ballast Water Management) principles, in force since 
September 2017, were made up of seafarers who were not in charge of water 
treatment management (most often a seaman or a third officer). At the same 
time, half of all respondents negatively commented on the introduction of addi-
tional recommendations with regard to the control and management of the ves-
sel's ballast water and sediments. As many as 20% of the 1200 respondents 
were not adequately trained for the proper treatment of ballast water and its 
sediments or were not sure whether they had received such training. Of all the 
seafarers who were familiar with the BWM rules, as much as 90% considered 
the threat of non-native species being transferred to new areas as still apparent. 
In the multiple choice question, they most frequently indicated that the threats 
to new habitats from ballast tanks were microorganisms (83%), shellfish (66%), 
protozoa (50%) and parasites (50%). On the other hand, 10% of the same group 
of respondents stated that with the correct  operation of the ballast water treat-
ment method (BWT), the waters from ballast tanks do not pose a threat in terms 
of the transmission of non-indigenous aquatic species (Fig. 3). 
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When asked (a multiple choice question) about the time and place of 
changing the water in the ballast tanks, the surveyed seafarers most often indi-
cated ports (50%), open waters (41.7%) and at the time of unloading (41.7%). 
At the same time, only 8.3% indicated places specially designated by the admin-
istration (e.g. Norway has specially designated areas where ballast water should 
be changed before it is emptied in a Norwegian port). In the respondents' an-
swers to the question about the applied methods of ballast water treatment be-
fore its release, mixed systems which combine mechanical and chemical pro-
cesses were mentioned most often (42%), biological and physical methods were 
indicated much less frequently (17% each) and only 8% of the respondents indi-
cated an answer suggesting no treatment of ballast water (Fig. 4). 
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Fig. 4. Responses of respondents concerning treatment systems and processes and the 
place and time of ballast water exchange 
3.3. Seafarers' hopes and concerns about the requirements  
of the BWM Convention 
Out of 1,200 respondents, 600 did see a chance for the complete elimination of 
the transfer of harmful aquatic organisms and pathogens by using appropriate 
ballast water treatment systems (Fig. 5). 
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Fig. 5. Responses concerning the chance for complete elimination of the transfer 
of harmful aquatic organisms and pathogens with ballast water 

 
Considering possible problems with the application of the new ballast 

water rules, as much as 40% of all seafarers were concerned about the increased 
number of duties by insufficiently trained crew. Almost as much as 35% de-
clared the possibility of bypassing the regulations due to the overly complicated 
operation of ballast water treatment systems. 17% of respondents indicated eco-
nomic issues, the long time needed to adjust ships to the new requirements, and 
additional problems during inspections as main concerns (Fig. 6). 
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Fig. 6. Seafarers' concerns about the possibility of problematic situations arising from 
the introduction of new restrictions under the BWM Convention 

 
A large group of respondents (80%) expressed confidence in the provi-

sions for permanent prevention and final elimination of the transmission of 
harmful aquatic organisms and pathogens (Fig. 7). Some seafarers indicate that 
increasing environmental awareness and compliance with the BWM principles 
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will lead to improved protection of aquatic ecosystems. However, as many as 
33% of seafarers do not see any positive aspects in the introduction of new 
regulations in ballast water management (Fig. 7).  
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Fig. 7. Hopes of seafarers associated with the introduction of new restrictions on board 
the ship in accordance with the BWM Convention 

4. Discussion 
Globally, legislative work on regulations for the management of Ships' ballast 
water has been forced by the growing problem of non-native species being trans-
ported to new environments (Directive 2002/413/EC of 30 May 2002, HELCOM, 
International Convention for the Control and Management of Ships' Ballast Water 
and Sediment). According to information collected by HELCOM, 118 non-native 
species have been introduced into the Baltic Sea in the last 100 years (Fig. 8). Of 
these, as many as 90 have settled there permanently (HELCOM List of non-
indigenous and cryptogenic species in the Baltic Sea). 

This problem is not unique to the Baltic Sea, since as many as 7,000 spe-
cies (Carlton 1999) are transferred in this way between ports around the globe. In 
the neighboring North Sea, as many as 150 non-native aquatic animal species 
have been identified (Gollasch et al. 2009), making it an area highly affected by 
the introduction of non-native species (Vila et al. 2010). It should be noted that 
the ports in the Baltic and North Sea are intensely connected via international 
maritime traffic, which may enhance the transfer and easy acclimatization of non-
native species. However, the problem of ballast water transfer of allochthonous 
organisms does not only affect European ports, but also ports across the entire 
world (Ng et al. 2015, Kim et al. 2016, Kiu & Hall 2018, Li et al. 2018). That is 
why the problem of microorganisms that migrate to new environments in this way 
has been increasingly often researched (Atlung et al. 2012, Delacroix et al. 2013, 
Ziegler et al. 2018, Hess-Erga et al. 2019, Petersen et al. 2019). 
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Fig. 8. Number of observed non-indigenous species in the Baltic Sea coastal  
and offshore areas. Source: HELCOM List of non-indigenous and cryptogenic species  
in the Baltic Sea 

 
It is difficult to unequivocally determine the distribution of the popula-

tions of non-native animals carried by individual vessels. The abundance of 
organisms in the ballast water of ships sailing between the same ports varies 
depending on the season, the presence of organisms in the vicinity of the ship, 
and the security measures used on the ship (Golasch et al. 2000). In addition, 
different species have different tolerances to ballast tank conditions. Some can 
survive in ballast tanks for several days (Flagella et al. 2007) and therefore can 
be relocated to ports in close proximity to the point of departure. According to 
Carlton (1999), short-range vessels are a major vector for the transfer of non-
native organisms. Some of these organisms, due to their shorter routes, may 
become invasive in marine and estuarine habitats, with negative ecological, 
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economic and human health impacts (Anil et al. 2002) and effects on biodiversi-
ty and ecosystem services (Stachowicz et al. 2007). However, long-range ves-
sels do not pose less of a threat to the transfer of allochthonous organisms to 
new environments. Although most of them are not able to survive long voyage 
times, those that manage to adapt to the adverse conditions in ballast tanks (es-
pecially microorganisms of unknown potential) become resistant and increase 
their survival capacity. Such adaptability may pose a much greater threat in 
terms of gaining the capacity to facilitate invasions than the mere transfer of 
non-native yet non-invasive organisms to new ecosystems (Gollasch et al. 2000, 
Gollash et al. 2009, Ng et al. 2015, Kim et al. 2016, Hess-Erga 2019). This situ-
ation makes ship passage routes a key element in combating the problem of 
transferring organisms to new ecosystems. 

The problem related to the transport of non-native organisms with bal-
last water has still not been successfully resolved despite numerous studies on 
their appearance and ecology in new areas (Gollasch 2006, Czerniejewski & 
Filipiak 2001, Bauer & Woog 2008, Alexandrowicz & Alexandrowicz 2010, 
Brandorff 2011, Burton et al. 2011, David et al. 2019, Gollasch & David 2019). 
This is indirectly confirmed by the results of our survey, which shows that half 
of the respondents not only did not see a chance to eliminate the transmission of 
harmful aquatic organisms via ballast tanks, but as many as 40% of all seafarers 
are afraid of the increased number of duties associated with the operation of 
BWT systems which have to be performed by undertrained crew members.  

The introduction of regulations for the control and proper handling of 
ship ballast water and its sediments has resulted in various types of ballast water 
treatment systems. According to the BWM Convention, these processes are 
procedures, activities and mechanisms designed to reduce or eliminate, in whole 
or in part, the risks associated with the carriage of non-indigenous species in 
ship ballast water. Those processes that have been approved and permitted un-
der regulations D-2 and D-3 of that Convention can be divided into physical and 
chemical. The physical methods of ballast water treatment include water filtra-
tion, ultraviolet light irradiation, ultrasonic wave action, and circulation based 
on the ballast transfer process, during which the volume of water pumped 
through the tank should be at least three times the tank volume (Misorz 2017). 
However, pumping through less than three times the volume may be accepted 
provided the ship can demonstrate that at least 95 per cent volumetric exchange 
is met (Resolution MEPC.173(58)). The BWM Convention stipulates that bal-
last water exchange should be carried out by sequential, flow-through or dilu-
tion methods. On the other hand, chemical methods for ballast water treatment 
include disinfection processes that require the use of chemicals or biocides, e.g., 
chlorination, ozonation, chemical removal of sulfites and bisulfites (Misorz 
2017, Hess-Erga 2019, Jung et al. 2020). 
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Continuous work on improvement of ballast water treatment processes 
as a consequence of eliminating undesirable aquatic organisms and pathogens 
have resulted in the creation of various BWT systems (Rahman 2017, David & 
Gollasch 2018, Gerhard et al. 2019, Kuroshi et al. 2019). According to the sur-
veys, the commonly used ballast water treatment processes are mechanical, 
biological, physical and chemical,  most often used in combination. In addition 
to those mentioned in the survey, other systems are used worldwide, such as UV 
lamps, filtration, ballast water heating, deoxidation and ozonisation (Rahman 
2017, David & Gollasch 2018, Wan et al. 2018, Gerhard et al. 2019, Gollasch et 
al. 2019, Kuroshi et al. 2019). 

However, according to Gollach and David (2019), and as confirmed by 
our survey, none of the systems are fully effective, as viable organisms still 
appear in the ballast water. Moreover, respondents indicated that in 8% of cases 
no BWT systems are used on their ships. Furthermore, Drillet et al. (2016) be-
lieve that the standards for the efficient operation of these systems include test-
ing only for selected indicator organisms (e.g. pathogenic microorganisms), 
which is insufficient to create a full characterisation of the burden to the aquatic 
environment. This problem was examined by Hess-Erga et al. (2019), who cor-
rectly pointed out the lack of effectiveness of single ballast water treatment 
systems in the face of the diversity of organisms living in the tanks. Legal 
guidelines for ballast water treatment omit organisms smaller than 10 µm, 
which creates the risk of a lack of control of the unpredictable presence of 
harmful microorganisms. Most ballast water treatment systems in use utilize 
mechanical separation or filtration followed by a combination of chemical or 
physical post-treatment of tank water. Unfortunately, the common use of elec-
trochemical or UV treatment in such conditions is hampered by the varying 
environment of ballast tanks and organic biocompounds. Hess-Erga et al. point 
out that insufficient inactivation of this group of organisms inhabiting ballast 
tanks could lead to potentially dangerous ecological consequences, where the 
success of invasive species may be aided by the microbial community that en-
ters new environments with them. Therefore, they point out the need for intensi-
fied research on microbial invasion patterns in terms of their impact on ecosys-
tems. Jung et al. (2020) also noted that validated BWT have failed to treat  
ballast water with a high density of organic matter. They also pointed out that 
for such ballast water, it is recommended to filter the water from the tanks dur-
ing de-ballasting rather than vessel ballasting. In addition, they argue that bal-
last water should be re-treated when stored for long periods of time, due to the 
presence of high concentrations of suspended particles, which provide a specific 
medium for the growth of microorganisms colonizing ballast tanks. Jung et al. 
(2020) also draw attention to the need for regular training of the crew of ships 
that are equipped with ballast water treatment systems. Mere introduction of 
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new regulations will not be sufficient if the crew is not fully prepared for the 
proper use of BWTs and, consequently, will not be able to carry out their proper 
operation and maintenance. 

Another reason for the introduction of non-native species, in addition to 
the inefficiency of ballast water treatment systems, is the poor knowledge of 
BWM principles among seafarers (Rahman 2017, Wan et al. 2018, Gerhard et 
al. 2019, Golasch & David 2019). In our survey as much as 15% of seafarers 
declared no knowledge of BWM principles. For 85%, new regulations raised 
concerns. Equally important is the economic situation of shipowners obliged to 
decide which ballast water treatment systems will be most suitable for use in 
their ships (Tan 2015, Olenin et al. 2016, Wan et al. 2018, Gerhard et al. 2019). 
Many of the respondents noted that the most frequently installed BWT systems 
are of poor quality and prone to failure. These failures are not only due to the 
way the ballast water systems are constructed but also by dependence on the 
human factor. The results of the received questionnaires indicate that in many 
cases the principles of controlling and managing ships' ballast water and sedi-
ments are disregarded, which the respondents justified by the lack of readiness 
to implement such regulations. In addition, although the relevant bodies are 
required to manage the environmental programme under the BWM Convention, 
many seafarers complain about the lack of harmonisation of current national 
legislative restrictions (Verna & Harris 2016, Cohen et al. 2017, Gerhard & 
Gunscha 2018, Liu et al. 2019, Rak et al. 2019). Albert et al. (2013) indicate 
that the regulations established by the International Maritime Organisation 
(IMO) have not led to the unification of ballast water management standards 
and have even resulted in the establishment of completely different guidelines 
for individual countries. Similar suggestions were made by Gerhard et al. 
(2018) on the basis of legal regulations in the USA and Australia. Drillet et al. 
(2016) notes, in turn, that despite careful testing of the ballast water treatment 
systems (BWTS), it is not possible to ensure their effective operation at any 
given time for every type of water in the tanks. These problems are compound-
ed by the fact that some seafarers prefer not to comply with the complex BWT 
rules by declaring that they are not familiar with the legislation in force today. 
Only respondents in the highest positions admitted that they pay special atten-
tion to all the work required of them concerning control and Management of 
Ships' ballast water and sediment. 
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5. Conclusions 
The introduction of new legal standards such as the International Convention on 
the Control and Management of Ballast Water and Sediments represents a great 
opportunity for the protection of aquatic environments from non-native organ-
isms. Adherence to these regulations may preserve the biodiversity of many eco-
systems. Unfortunately, saving aquatic habitats is only possible if BWT systems 
meet minimum efficiency standards. Additionally, it is critical to ensure more 
precise training of crews who are to manage ballast water treatment systems. 

Based on the obtained results of our survey, the vast majority of sur-
veyed seafarers (85% of all respondents) knew the requirements of the Interna-
tional Convention for the Control and Management of Ships' Ballast Water and 
Sediments. However, this does not mean that they understand this legislative 
direction. Unfortunately, based on the survey data, a large proportion of the 
ships' crews (33%) were not convinced about the merits of improving the provi-
sions on ballast water treatment. According to our respondents, it results in the 
introduction of overly complex and faulty BWM systems in the equipment of 
ships. Their concerns relate to the inadequate training of seafarers responsible 
for these systems and also burdensome additional inspections and other new 
obligations. On the other hand, seafarers in charge of the ballast water treatment 
systems see BWM regulations as a chance for improving the protection of the 
aquatic environment and progressively improving the process of ballast water 
exchange. Unfortunately, if seafarers are still not adequately informed and 
trained in terms of the requirements of BWT systems and the development of an 
effective system for the elimination of organisms carried in the ballast water, 
then despite the introduction of new regulations, the transport of non-native 
organisms in the ballast water of ships may still have a significant negative im-
pact on the ecological status of aquatic ecosystems. 

 
We would like to thank all seafarers who have devoted their time to us  

and completed the questionnaires. 
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Abstract: Human activities such as transport contribute to the environmental 
degradation. Therefore, the aim of the study was to determine the level of 
contamination of soils, from different districts of big cities of central Europe, with 
heavy metals: zinc, lead, and nickel. The samples were taken from the top, sodded 
soil layer. Each single sample weigh was about 1 kg taken from 1 m2 measuring 
station. Soil samples were dried at room temperature. The airborne dry soil was 
thoroughly mixed and sieved through a 1 mm nylon sieve. The study included 
analysis of which type of metals is washed out under the influence of abiotic 
factors (bioavailable forms) and demonstrating how spatial development affects 
the accumulation of selected heavy metals in the soil. The results indicated that 
heavy metals emitted to the ground layer of the atmosphere accumulate in the 
immediate vicinity of communication routes. Moreover, based on the analysis of 
interrelationships of zinc, lead, and nickel concentrations, it has been shown that 
there is a common source of their emission to soil. Furthermore, the thesis that the 
concentration of metals was dependent on the soil reaction was not confirmed. 
Keywords: soil degradation; heavy metals contamination; zinc,  
lead and nickel contamination 
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1. Introduction 
The constant development of urban agglomerations impose protection of natural 
environmental surrounding this area by improving the soil’s condition, polluted 
from different sources, e.g. washing the soil with rainwater rich with heavy 
metals (Piecuch et al. 2015, Polanczyk et al. 2018, Peng et al. 2020). Soils are 
contaminated with various chemical compounds, e.g. atmospheric dust, sewage 
runoff, waste dumps, industrial settlers as well as waste sediments, sewage and 
liming of soils (Nathanail and Bardos 2004, Polanczyk et al. 2018). Urban soils 
accumulate pollution from many local sources, that have the potential to migrate 
inside soil (Pierzynski et al. 2005, Zieminska-Stolarska et al. 2015). The form of 
soil’s contamination is strongly dependent on the source of emissions, the physi-
cal and chemical properties of soils, the amount and quality of colloids in soils, 
the pH, sorption properties, as well as the soil redox potential (Liu et al. 2019, 
Polanczyk et al. 2019). Drinking water resources should be particularly protected 
against the penetration of pollutants (Czapczuk et al. 2017). 

Depending on the climatic conditions and the character of terrain, dust 
and aerosol particles can be transported by wind over long distances and then get 
into the soil in the form of dry precipitation, with rainfall, snowfall, and surface 
runoff. According to Kabaty-Pendias (Ebrahimi-Najafabadi et al. 2019) research, 
in Poland during the year falls: cadmium – 5 g/ha/year, copper – 39 g/ha/year, 
lead – 200 g/ha/year, zinc – 540 g/ha/year. For example, precipitation dust in 
Krakow consists mainly of fine particles of silicate enamel, sulphate calcium and 
iron oxides. Whereas tests of heavy metal content in precipitation dust carried 
out in residential and industrial districts of Lublin showed that the maximum 
concentrations of selected heavy metals were in: zinc – 3154 ppm, manganese  
– 2479 ppm, copper – 612 ppm, lead – 479 ppm and nickel – 132 ppm (Vehicles 
2004). Concentration of heavy metals in rainwater is a sensitive indicator of at-
mospheric air pollution and is strongly correlated with dust pollution. Street dust 
is relatively rich in lead and other heavy metals. The lead content of Zurich's 
street dust is 2000 ppm, which is more than 20 times higher than the natural value 
(Zhang et al. 2019). Equally high concentrations of selected heavy metals were 
observed in precipitation dust collected along the Lazienkowska street in Warsaw. 
Lead aerosol, expelled from the exhaust system of vehicles, moves along with the 
air currents falling to the areas adjacent to the motorway traffic routes, the signifi-
cant range of this precipitation is about 100 m. The movement of lead com-
pounds from linear emission sources, which are communication routes, is forced 
mainly through air mass movements. Metals generated when burning gasoline 
are stable for 4 up to 7 days and then transform into less soluble forms such as 
sulfates, carbonates, phosphates and oxides (Pernille et al. 2006, Guan et al. 
2018). The process of converting halogenated lead into insoluble forms strongly 
depends on climatic conditions. Despite restrictions on the use of heavy metal 
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compounds in fuels, the greatest risk of soil pollution with heavy metals still 
comes from motor vehicles. The specificity of this threat is the banded ar-
rangement of polluted areas. The content of heavy metals in soils adjacent to 
communication routes, parking areas as well as distance from the road 
(Martínez 2001). The level of the negative impact of road transport on the quali-
ty of the urban environment depends on the following factors: the number of 
vehicles, vehicle structure, speed, technical condition of the vehicle, the quality 
of fuel, traffic appearance as well as road quality. The source of lead com-
pounds’ emission are fuels. The introduction of lead tetraethyl and tetramethyl 
lead as a means of increasing octane number has caused that communication 
routes have become the main source of this metals (Zhao et al. 2019). Data in 
the literature indicate that communication sources account for 50 to 75% of lead 
emissions in urban areas (Backstrom et al. 2003). Despite the withdrawal from 
sales with the beginning of universal petrol replacing lead and restrictions to 
0.005 mg/l at the producer and 0.013 mg/l at the distributor of lead compounds, 
there was no drastic decrease in the content of lead in soils. The reason for this 
is that the accumulation of metal in earlier years was so great that even limiting 
its content in fuel, did not cause a significant decrease its concentration in soil. 
In addition, lead-fueled cars, despite the change in gasoline used, contain in the 
engine installation residues of lead compounds accumulated in engine oils, lub-
ricants and others (Ebrahimi-Najafabadi et al. 2019). The battery electrodes 
contain lead, zinc, iron, nickel, or cadmium. Lubricating oils contain heavy 
metals as well as oxidation and thermal decomposition products of oil and fuel. 
Zinc, calcium, lead, and magnesium oxides are used as additives to accelerate 
the vulcanization process of tires. For example, zinc oxide has been detected in 
the tire tread in an amount of 1-2%. When the tires wear off, it gets into the 
environment, thus increasing the level of zinc up to several hundred mg/kg in 
soils along roads (Öborn & Linde 2001). Corrosion of vehicle parts contributes 
to soil pollution with dust containing substances used to manufacture these parts. 
Traces of elements such as vanadium, nickel, iron, magnesium and others are also 
present in bitumens (Ashayeri & Keshavarzi 2019). 

Therefore, the aim of the study was to determine the level of contamina-
tion of soils, from different districts of big city of central Europe, with heavy 
metals: zinc, lead, and nickel. In the introduction chapter analyzed problem was 
described. In the methodology the samples, applied devices and area of sample 
collecting was described. Finally, the results were presented in the results chap-
ter and concluded in conclusion chapter. 
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2. Materials and methods 
2.1. Characterization of the analyzed urban area 
In the area of central Warsaw seven points for sample collection were chosen 
(Fig. 1). 1 – South Praga, Przyczółek Grochowski, al. The United States; 
a green belt between traffic lanes over the Gocławski Canal; From the north  
– allotments; from the south – Gocławskie Lake with adjacent green areas and 
newly built apartment blocks. Six-lane roadway. 2 – Center, Łazienki Królew-
skie near the Łazienki Ponds; From the east – Łazienki Ponds, park area.  
3 – Mokotow, al. Independence at the height of the National Library; a green 
belt between the track and the lane; Buildings a few hundred meters from the 
road, park area. Six-lane road, track, bus stop. 4 – Center, intersection of Soli-
darnosci al. with Andersa street and Square Banking; Urban buildings, compact. 
The intersection of an eight-lane roadway with a six-lane roadway; track cross-
ing; subway. 5 – Ochota, Wawelska street, approximately 50 m from the inter-
section with Grojecka street and approx. 100 m from the Aviator Monument; 
green belt between traffic lanes; Urban buildings, compact. Six-lane roadway. 
6 – Ochota, Wawelska street, approximately 50 m from the intersection with 
Grojecka street and approx. 100 m from the Aviator Monument; the area behind 
compact buildings adjacent to Wawelska street. A green area between residen-
tial buildings, adjacent to a car park intended for residents. 7 – Downtown, Sax-
on Garden, central part; park area. Samples from measuring points 2 and 7 were 
taken to determine the geochemical background of the elements studied. Three 
conscript series were made: in March, April and May 2019. 
 

 Fig. 1. Sampling points 
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Fig. 2a shows the collection point no. 2 and Fig. 2b its vicinity, i.e. La-
zienkowska Route. On the other hand Fig. 3 shows the collection point no. 7. 

 

a b 
Fig. 2. a) Collection point no. 2; b) The vicinity of the Lazienkowska Route 

 

 
Fig. 3. Collection point no. 7 

2.2. Research methodology 
In the laboratory scale spectrometer PU 9100X / 74 (Philips, England) was ap-
plied. The following reagents and solutions were applied: perchloric acid 70% 
(d = 1.67 g/ml), nitric acid 65% (d = 1.40 g/ml), acetic acid, glacial, part-d, deion-
ized water as well as standard solutions: Zn: 1.5 mg/l, Pb: 5.0 mg/l, Ni: 5.0 mg/l. 

Each time the sample of material was taken from the top (0-0.2 m), 
sodded soil layer. To obtain reliable results, each single sample weighing about 
1 kg was a mixture of three smaller (about 300 grams) taken from a 1 m2 meas-
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uring station. Soil samples were dried at room temperature. The airborne dry 
soil was thoroughly mixed and sieved through a 1 mm nylon sieve. 

The wet clay mineralization variant based on concentrated nitric and 
perchloric acids was used to decompose the clay fraction of soil samples. Soil 
samples weighing 1 g were placed in 50 ml quartz flasks, to which 5 ml HNO3 
and 3 ml HClO4 were added. Quartz coolers with a small amount of deionized 
water were placed in the neck of the flasks and heated on the burner until white 
fumes appeared. The mineralization time depend on the sample ranged from 40 
to 90 minutes. The resulting solution was filtered on medium filters and then 
quantitatively transferred to 100 ml quartz volumetric flasks and made up to 
volume with deionized water. After wet mineralization, the content of zinc, lead 
and nickel in soil samples was determined directly by atomic absorption spec-
trometry with flame atomization. A 100 mm burner fed with a stoichiometric 
mixture of air and medical acetylene (acetylene A) was used. The flame tem-
perature was 1200°C. 

Hollow cathode lamps made by Philips were used as the radiation 
source. The spectrometer was program-controlled – Unicam Atomic Absorption 
– "Data Station ver. 1.7" from Unicam. 

An attempt to assess the degree of toxicity was used according to the 
procedure recommended by the American Environmental Protection Agency 
(EPA), enabling the determination of toxicity and leaching potential of heavy 
metals from soils (TCLP). Soil samples were extracted with acetic acid solution. 

The determined Corg content is the total amount of soil components 
that volatilize at 550°C during roasting. The dried soil sample with a mass was 
calcined in an electric furnace for 2 h. Then it was cooled in a desiccator and 
weighed. 

3. Results and discussion 
The highest concentration of lead (392 ±11.3 mg/kg s.m.) was recorded in sam-
ples taken near Lazienkowska Road, while the lowest (25.7 ±0.6 mg/kg s.m.) 
from the intersection area at Bankowy Square. The average lead concentration 
was observed in samples from the Lazienki Park and the Saxon Garden and was 
about 65 ±1.4 mg/kg s.m. While the highest value of zinc (728.2 ±22.1 mg/kg 
s.m.) were observed in samples from the area between residential buildings with 
the adjacent parking. Also, in this case, the metal concentration in the sample 
from Banking Square was lower than the concentration in the soil sample from 
control sites and reached the lowest value there. Relatively low concentrations 
were noted for nickel in all samples (Fig. 4-6). These Figures show the concen-
tration of metals at the collection points. 
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Fig. 4. Metal concentration in the soil for the first measurement series 

 

 
Fig. 5. Metal concentration in the soil for the second measurement series 

 

 
Fig. 6. Metal concentration in the soil for the third measurement series 
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Fig. 7. Average content of lead in living organisms in relation to the average content 
of total lead (in mg/kg s.m) 

 
Fig. 8. Average content of zine in living organisms in relation to the average content 
of total zine (in mg/kg s.m) 

 
Fig. 9. Average content of nickel in living organisms in relation to the average content 
of total nickel (in mg/kg s.m.) 
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Fig. 10. Relationship between lead concentration and organic carbon content 

 
Fig. 11. Relationship between zinc concentration and organic carbon content 

 
Fig. 12. Relationship between nickel concentration and organic carbon content 
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Analysis of concentration of selected metals in individual samples indi-
cated that the highest concentrations of zinc are taken at place no. 1 with the 
highest traffic intensity and the strongest tendency to form traffic jams (Fig. 7 
and Fig. 8). The values of lead emissions at the same site were in relation to the 
concentration of lead at site no. 5, which was at the same height as in station no. 
6, but between lanes where lower Pb concentrations were recorded. At the same 
time, such a low (in comparison to no. 6) concentration of trace elements on 
a street with such a high traffic volume may indicate that along with the plant-
ing and care of greenery, the top layer of soil is replaced or mixed with its deep-
er layers, thus giving lower concentration values. A similar conclusion may be 
drawn when analyzing the results of samples taken from Banking Square. The 
determined concentrations are even lower than those in soil samples taken from 
areas recognized as reference points (background). Nickel soil pollution was 
negligible and oscillates within the range considered as a backdrop for urban 
areas. The general tendency indicates that in soils contaminated with one ele-
ment, the content of other metals increased proportionally. The thesis that in the 
areas of anthropopressure, an increase in the concentration of one type of metals 
was in line with the general pollution of the soil environment. An analysis of the 
spatial arrangement of buildings gave grounds to conclude that in places where 
air traffic was restricted by buildings, the dust fall of heavy metals from motor 
vehicles was increased. The presented results of the reaction test showed that it 
did not have an impact on the level of soil pollution with heavy metals. 

It was also observed that soil had limited capacity to absorb pollutant 
loads. It was investigated that the main problem of the automotive industry is 
the emission of zinc compounds. Moreover, the organic carbon content was in 
the range 5.0-10.3%, with the highest values obtained at place no. 1, and the 
lowest values in the Saxon Garden (control place). The soil organic carbon con-
tent was strongly correlated with the lead concentration (0.73), while the corre-
lation coefficients for the other two metals were slightly lower and were: Zn 
(0.65) and Ni (0.44) (Fig. 10-12). 

4. Conclusions 
Dense network of communication routes and heavy traffic in Przyczolek 
Grochowski area caused that in the immediate vicinity elevated concentrations 
of the analyzed heavy metals were observed. This area has been identified as the 
most endangered among all measuring stations. However, due to the short-term 
scope of the analyzes, the test results may not be applicable to the long-term 
assessment of the degree of soil metal pollution. Moreover, heavy metals emit-
ted to the ground layer of the atmosphere accumulate in the immediate vicinity 
of communication routes. Based on the analysis of interrelationships of zinc, 
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lead, and nickel concentrations, it has been shown that there was a common 
source of their emission to soil. 

Heavy metals are not biodegradable, they only change their forms under 
the influence of physical-chemical factors prevailing in soils. In areas exposed 
to anthropogenic pollution by heavy metals, the share of bioavailable forms of 
zinc, nickel and lead was higher than in control areas. While analysis of heavy 
metals in soils showed that road traffic was a common source of their emission. 
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Abstract: The article discusses the physicochemical mechanisms of the effect of 
chemical reagents on the processes of swelling of the raw mixture based on the 
ash of thermal power plants. The process of structure formation in such mixtures 
occurs as a result of physicochemical transformations of its constituent compo-
nents. To intensify gas evolution and obtain materials of a porous structure, the 
presence of a gas former is necessary. The author has analysed the possibility of 
creating a porous structure in a raw mixture based on ash with the introduction of 
various gas formers or their formation as a result of exchange reactions. The main 
chemical compounds contributing to pore formation have been determined. To 
form a given structure, it is proposed to control chemical transformations at the 
stage of swelling. To study the processes of intensification of gas evolution, the 
author proposes to investigate the mechanisms of the influence of mineral fillers 
and chemical reagents on swelling processes based on the analysis of the Gibbs 
equation. The parameters of the Gibbs equation are obtained, by which it is possi-
ble to determine the probability of the occurrence of chemical reactions with the 
proposed chemical agents for the formation of gas bubbles with (pores) in the raw 
material. 
Keywords: swelling, porous structure, ash of thermal power plants 

1. Introduction 
As a result of coal combustion at thermal power plants, a large amount of ash 
and slag waste is generated. The level of this waste disposal in Russia is about 
4-5%; in developed countries – about 50%, in France and Germany – 70%, and 
in Finland – about 90% of their total amount (Lee et al. 2020). These countries 
use mainly dry ash, their disposal is encouraged by the national policy. Nowa-
days, the problem of ash and slag waste is becoming more acute, as it is gener-
ated in large volumes and have an utterly negative environmental impact. The 
waste accumulates in rising volumes, resulting to a rapid increase in environ-
mental, social and economic costs due to the extremely low disposal level. 
Moreover, due to their physicochemical and physical composition, these materials 
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are considered as unique resources to be used in various economic sectors with 
significant social, environmental and economic effects (Bielecka et al. 2020). 

One of the possible solution to a problem is the development and imple-
mentation of effective thermal insulation porous materials based on ash contain-
ing raw mixture. Abundance of raw materials, relatively simple technology, low 
capital production costs, as well as attractive thermophysical characteristics 
could ensure wide use of these porous materials in industry. To ensure produc-
tion of energy-efficient materials, features of the raw mixture swelling shall be 
studied in detail. Consequently, the production technology of ash-based porous 
thermal insulation structures shall be solved by studying the mechanism of 
a porous structure formation as a result of chemical reactions. 

There are three main approaches to the elementary porous system for-
mation. The first one considers the porous structure formation during a pseudo-
continuous medium dispersion resulting from sublimation, condensation, crys-
tallization and chemical reactions. The second approach is a porous system 
growth by adding porous systems of a smaller spatial scale (colloidal systems, 
bulk materials, etc.). There is an approach, where porosity is considered as fine-
structure three-dimensional defects (metals, alloys, certain minerals). There is 
also a combined approach to a porous system formation, analysing more com-
plex porous systems and their combinations (building materials, foam glass, 
insulation materials). 

A porous system can be formed by diffusion accumulation of gases (dif-
fusion genesis) and material destruction (destruction genesis). Diffusion accu-
mulation of gases is a pore formation process during the release of gases in the 
material as a result of chemical reactions, difference in a substance saturation 
with gases in different physical states, transition to the gaseous state of one of 
the initial mixture components. The mechanism of a porous structure formation 
as a result of chemical reactions is based on the release of gases, accumulating 
in the least dense locations and forming gas bubbles. If the pressure in gas bub-
bles is higher than the sum of external and hydrostatic pressure, the liquid mix-
ture of material boils. To intensify the pore formation process, the pressure is 
considerably reduced and the mixture starts boiling.  

The formation of gases is also possible as a result of transition of one of 
the mixture components in the gaseous physical state (Pavlenko et al. 2019). At 
this, there gas accumulates and a pore is formed under the internal pressure 
action. Diffusion genesis also includes pore formation resulting from difference 
in the substance saturation in its solid and liquid state. Gas solubility in a liquid 
medium is higher than in a solid one. Therefore, dissolved gases are displaced 
during solution crystallization. If the solution surface has already crystallized, 
then an excess gas begins to accumulate upstream crystallization front, then it 
moves along with the crystallization front until its concentration exceeds the 
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maximum possible concentration of dissolved gas in the solution. In all these 
cases of diffusion genesis (pore formation as a result of chemical reactions, 
difference in gas saturation of the substance in different physical states, result-
ing from evaporation of one of the initial mixture components) pore nucleation 
and its growth rate are the most important issues (Pavlenko et al. 2014). Alt-
hough the pore nucleation location is fluctuating, the most viable pore nuclei are 
formed near structural imperfections. Such imperfections include the interface 
of different chemical structures, different physical states of one element; pores 
and cavities, formed as a result of the material destruction. In a liquid physical 
state, such imperfections diffuse in volume and can merge. To merge pore nu-
clei, energy shall be spent on the structure deformation. 

2. Purpose of work and research methods 
It is evident that ash shall not be considered as the industrial waste, but as 
a resource for production of new materials. One of TPP ash disposal methods is 
to use it in the technology of porous thermal insulation material production by 
means of thermal swelling of water soluble mineral raw mixture. To solve this 
task it is necessary to study main physico-chemical processes and transfor-
mations in the ash structure.  

The structure in a mixture is formed as a result of physico-chemical trans-
formations of ash components. Thermal swelling, the main process of structure 
formation and pore nuclei formation as its initial stage, result from chemical 
reactions in the mixture.  

One of TPP ash disadvantages is its inconstant composition, depending 
on morphological characteristics of the burning fuel, milling fineness during its 
preparation, fuel ash-content, chemical composition of the fuel mineral part, 
temperature in the burning area, period of particles presence in this area, etc. 
Moreover, the ash, stored in ash dumps, is under constant chemical transfor-
mations, resulting in gradual change of its chemical composition. 

TPP ash chemical composition was studied to determine its possible use 
as a raw material for production of building materials. According to standard 
modern methods, ash chemical composition is determined, it is presented in 
Table 1. Use of ash in its pure form is complicated by the negative impact of 
CaO (calcium (II) oxide), present in a free form in the burnt state. Hydration of 
CaO particles, often coated with a glassy shell, results in cracking and destruc-
tion of solidified material. The harmful impact of CaO can be neutralized by 
different means: physical, chemical and its use with cement. The positive effect 
in the latter case will be achieved as a result of dilution and containment of de-
structive phenomena using a set cement. 
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Table 1. Average content of TPP ash components 

Substance Formula Content, wt.% 
Silicon (IV) oxide SiO2 52.08 
Aluminium (III) oxide Al2O3 26.58 
Iron (III) oxide  Fe2O3 13.0 
Magnesium (II) oxide  MgO 2.4 
Calcium (II) oxide CaO 4.13 
Manganese (II, III) oxide Mn3O4 0.3 
Titanium (IV) oxide TiO2 0.84 
Chromium (III) oxide Cr2O3 0.003 
Sulfur (VI) oxide SO3 0.38 
Phosphorus (V) oxide P2O5 0.23 
Potassium oxide K2O 1.5 
Sodium oxide Na2O 0.5 
Bound water Н2О 0.2 
Carbon (IV) oxide СО2 0.33 
Calcination losses (at t = 950°С) – 3.77 

 
We analysed both methods in our work. As calcium oxide (CaO) content 

in ash is low (≈ up to 4%), each method may be relevant. During TIM produc-
tion, to intensify gas emission we shall use NaOH alkali, which can be formed 
as a result of metabolic reactions. In our technologies alkalis can be added to the 
raw mixture as a separate component, its gradual formation is also possible in 
intermediate chemical reactions in the ash-based raw mixture. It would make it 
possible to control chemical transformations at the swelling stage.  Formation of 
new compounds will promote a faster mixture plastification and its early con-
solidation. These properties can serve as a basis of a controlled process for 
a specified structure formation, which (as specified in the first section) is the 
purpose of this study. 

Therefore, interaction of these chemical compounds accelerates CaO hy-
dration, as well as formation of mixture hydrates.  

Complex physicochemical and chemical processes in the interaction of 
clinker minerals with water occur according to the following equations: 
 С3S tricalcium silicate hydrolysis 

3 CaO·SiO2+ (n+1)H2O = 2CaO·SiO2·nH2O + Ca(OH)2, (1) 

 С2S dicalcium silicate hydration 

2 CaO·SiO2 + nH2O = 2CaO·SiO2·nH2O, (2) 
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 С3А tricalcium aluminate hydration 

3CaO·Al2O3 + 6H2O = 3CaO·Al2O3·6H2O, (3) 

 С4АF tetracalcium (four-calcium) aluminoferrite hydrolysis 

4CaO·Al2O3·Fe2O3 + mH2O = 3CaO·Al2O3·6H2O + CaO·Fe2O3·nH2O. (4) 

The presence CaO compound in the system, which is in a free state, af-
fects strength properties of the final product. During hydration with CaO trans-
formations occur according to the following pattern: 

CaO(sol.) + nH2O → CaO + nH2O (s.) → Ca(OH)2 + (n-1)H2O(s.) →            
→Ca(OH)2 + (n-1)H2O. (5) 

If the process takes place in the absence of excess water, then Ca(OH)2 
crystallizes rapidly and inside formed compound particles there is an increased 
internal stress, resulting in mixture cracking. To eliminate destructive phenom-
ena in the cement, chemical additives are introduced into the mixture.  

The solubility promoting compounds accelerate the swelling process and 
form soluble compounds with CaO: NaCl, CaCl2, MgCl2, NH4Cl, Ca(NO3)2. Ad-
ditives, slowing down CaO activity and forming sparingly soluble compounds on 
its surface, that prevent water access: CaSO4 ⋅ 2H2O, Na2SO4. Chemical additives 
react with cement minerals, forming complex compounds: calcium hydrosul-
foaluminates and hydrochloroaluminates 3CaO·Al2O3·3CaSO4·nH2O, 3CaO· 
·Al2O3·nCaCl2·mH2O. These compounds increase the active surface of cement 
grains, the rate of cement interaction with water and strengthen a set cement. 

The ash CaO interacts with portland cement clinker according to the fol-
lowing metabolic reactions:  

3СаО·Al2O3 + NaCl + 10H2O = 3СаО·Al2O3·СаCl2·10H2O, 
3СаО·Al2O3 + 3CaSO4 + 31H2O = 3СаО·Al2O3·3CaSO4·31H2O. (6) 

The strength of ash-containing concrete depends on the chemical and 
mineralogical composition of a cement clinker. At an early growth state, the 
concrete strength is facilitated by the increased content of alkali in the clinker, 
accelerating ash and cement chemical interaction (Polettini et al. 2009). Addi-
tives, such as CaCl2 and СaSO4, can be used to activate ash for use in cement 
systems (Poon et al. 2001). Addition of sodium chloride (NaCl) to a cement 
mixture in the amount of 1.2-1.5% promotes CaO hydration (Bellmann 2009). 

U. А. Ayapov (Ayapov 1982) proposed to add sodium sulfate into the mix-
ture (Na2SO4), which affects structure formation processes in a lime-ash binder 
system. The presence of a high content of Al2O3 in a system (18-24 wt.%), results 
in a shift of ionic equilibrium towards formation of sparingly soluble ettringite  
– calcium hydrosulfuminate (3CaO·Al2O3·3CaSO4·nH2O). It increases alkaline 
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environment as a result of formation in a sodium hydroxide (NaOH) system, 
which enhances the effect of ash sulfate-alkaline activation, namely the destruc-
tion of Si-O-Al bonds, while ettringite crystals contribute to destruction of 
Si(OH)4 (OH ) and Al(OH)3 gel colloidal film; chemical reactions accelerate on 
the ash grains surface, they are further enhanced by curing. 

As a result of exchange reactions between sodium sulfate and cement hy-
dration products, an additional amount of sulfate crystal hydrates is formed – 
gypsum (CaSO4·2H2O) and alkali NaOH. When Portland cement sets in the air, 
it results in carbonization due to carbon (IV) oxide (CO2) (concentration 0.03%) 

Са(ОН)2 + СО2 + nН2О → СаСО3 + (n + 1) ⋅ Н2О, 
(crystal) 

2NaOH + СО2 + nН2О → Na2СО3 + 2Н2О. (7) 

Disodium trioxocarbonate (Na2СО3) interacts with gypsum first, as it is 
the most soluble product of Disodium trioxocarbonate (Na2СО3) hydration, 
under the action of NaOH, its solubility increases considerably: 

CaSO4 2H2O + Na2CO3 → CaCO3 + Na2SO4 + aq. (8) 

Highly soluble in water sodium sulfate reacts again with calcium oxide to 
form gypsum and alkali. 

The simplest way to increase the water resistance of a set cement is pos-
sible to be used with the introduction of additives of electrolyte salts, when ad-
ditional crystal hydrates are formed. Salts-electrolytes (e.g.NaNO3, Na2SO4, 
Na2CO3, dissolving in water, penetrate deep into the concrete structure and react 
with components of a set cement solidification products. Use of salts results in 
their interaction with a set cement components with formation of AFt and AFm 
phases and hydrosilicates. The mechanism of Na2CO3  (disodium trioxocar-
bonate) action can be represented as its reaction with calcium hydroaluminate in 
the presence of calcium hydroxide, followed by the formation of two sparingly 
soluble products, one of which is represented by a double salt: 

Na2 СO3 + C4 AH13 + Ca(OH)2 + H2O→C3AСaСO3·2H2 O + NaOH + СаCO3. (9) 

A simple exchange reaction is also possible: 

Na2СO3 + Ca(OH)2 + H2 O → СаCO3 + NaOH. (10) 

Carbonization occurs in the surface layer. Formed СаСО3 increases in 
volume and promotes strengthening of the outer concrete surface. Gradually, the 
system activates surface self-compaction processes with spontaneous slowing 
down of the carbonization phenomenon, resulting in a dense surface formation, 
it prevents СО2 (carbon (IV) oxide) access, which is part of the air, into deep 
layers. 
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As ash contains up to 61% of aluminosilicate glass phase, similar reac-
tions of interaction with Na2SO4 (sodium sulfate) will take place in ash-cement 
compositions. It is an obvious benefit, as theoretically we can influence kinetic 
parameters of the swelling process. Moreover, carbonized shrinkage during 
product carbonized shrinkage will partially compensate for their own expansion 
deformations by free lime quenching. 

3. Experimental research 
The impact mechanisms of mineral fillers and chemical reagents on swelling 
processes may be evaluated based on analysis of the combined equation of the 
first and second laws of thermodynamics. ∆𝐺 = 𝑃 ∙ ∆𝑉 + 𝜎 ∙ ∆𝐹 + 𝜇 ∙ ∆𝑛 + 𝜑 ∙ ∆𝑞 − 𝑇 ∙ ∆𝑆 = ∆𝐻 − 𝑇∆𝑆, (11) 

where: ∆𝐺 – Gibbs free energy allowing prediction of intensity and direction of chang-
es in the system energy state, 
ΔН – system enthalpy factor, 
σ – the surface tension at the pore interface, 
F – the pore surface area, 
n – the rate of a volume change, 
φ – the chemical potential of a pore-forming gas, 
TΔS – an entropy factor.  

 
The entropy factor changes with porous structure formation with the fol-

lowing work, performed by the system (a raw mixture): 
 change of system volume, 
 formation of a new surface and increase of surface tension during frame 

hardening, 
 change of chemical potential, phase and component composition. 

 
The entropy factor increases as a result of the porous structure formation, 

using technological techniques, described in the previous chapters. 
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Gibbs energy is represented by the following equation  𝐺(ଵ) = 𝜑 𝑀(ଵ) + 𝜎𝛺, (12) 

where: 𝑀(ଵ) is the mass of a pore forming agent equal to 4πr3/υ′, 𝛺 is the outer surface of a pore nucleus, 4πr2, 𝜑  is the chemical potential of a pore-forming gas. 
Gibbs energy of a system, consisting of the energy of a pore nucleus for-

mation and a material porous structure 𝐺 = 𝐺(ଵ) + 𝐺(ଶ), (13) 

where 𝐺(ଶ) is Gibbs energy of the material. 
Let us analyse the equilibrium state of this system. If system external 

pressure p', equal to gas pressure in a pore and temperature T' are constant, then 
equilibrium condition dG = 0 is represented by 𝑑𝑈(ଵ) + 𝑑𝑈(ଶ) − 𝑇ᇱ൫𝑑𝑆(ଵ) + 𝑑𝑆(ଶ)൯ + 𝑝ᇱ൫𝑑𝑉(ଵ) + 𝑑𝑉(ଶ)൯ + 𝜑(ଵ)𝑑𝑀(ଵ) ++𝜑(ଶ)𝑑𝑀(ଶ) = 0, (14) 

where: U is internal energy; p’ is external pressure (in this case mixture pres-
sure). 

Considering that ቀడ௎డௌቁ௏ = 𝑇;  ቀడ௎డ௏ቁௌ = −𝑝, (15) 

for a gas bubble according to Laplace formula 𝑝(ଵ) = ቀ𝑝ᇱ + ଶఙ௥ ቁ, then 𝑑𝑈(ଵ) + 𝑑𝑈(ଶ) = 𝑇(ଵ)𝑑𝑆(ଵ) + 𝑇(ଶ)𝑑𝑆(ଶ) − ቀ𝑝ᇱ − ଶఙ௥ ቁ 𝑑𝑉(ଵ) − 𝑝ᇱ𝑑𝑉(ଶ).  (16) 

Considering that the system total mass is constant ଶఙ௥ 𝑑𝑉(ଵ) + ቀ𝜑ஶ(ଵ) − 𝜑(ଶ)ቁ 𝑑𝑀(ଵ) = 0. (17) 

For spherical pores 𝑑𝑉(ଵ) = 4𝜋𝑟ଶ𝑑𝑟, (18) 𝑑𝑀(ଵ) = ସగ௥మజ(భ) 𝑑𝑟. (19) 
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The above ratio can be written as  ቀ𝜑ஶ(ଵ) − 𝜑(ଶ) + ଶఙజ(భ)௥ ቁ 𝑑𝑟 = 0 (20) 

or under condition dr ≠ 0, 𝜑(ଶ) − 𝜑ஶ(ଵ)) = ଶఙజ(భ)௥ .  (21) 

Let us assume instead 𝜑ஶ(ଵ) and 𝜑(ଶ) actual values of the pore-forming 
agent and material chemical potentials at a specified temperature and corre-
sponding pressure equal to 𝜑(ଵ)൫𝑝(ଵ), 𝑇൯, T), 𝜑(ଶ)൫𝑝(ଶ), 𝑇൯.  Similarly to a gas 
bubble in an infinite volume of liquid, decomposing 𝜑(ଵ)൫𝑝(ଵ), 𝑇൯ in a row by 𝑝(ଵ) − 𝑝(ଶ), and 𝜑(ଶ)൫𝑝(ଶ), 𝑇൯ − in a row by orders 𝑝(ଶ) − 𝑝(ଵ) . We will obtain  𝜑(ଵ)൫𝑝(ଵ),𝑇൯ = 𝜑(ଶ)൫𝑝(ଶ),𝑇൯. (22) 

From equation (22) it follows that the pore-forming agent and material 
chemical potentials have equal values. Thus, conditions of gas pressure equilib-
rium in the material during porous structure formation, taking into account the 
surface tension: {𝑇(ଵ) = 𝑇(ଶ),𝑝(ଵ) − 𝑝(ଶ) = ଶఙ௥ ,𝜑(ଵ)൫𝑝(ଵ),𝑇൯ = 𝜑(ଶ)൫𝑝(ଶ),𝑇൯.  (23) 

After differentiation of equation (11) by pressure p at T = const and given 
that (𝜕𝜑/𝜕𝑝)்  =  𝜐, we obtain  ଵఘ(మ) − 𝜐(ଵ) = −ଶజ(భ)ఙ௥మ ቀడ௥డ௣ቁ் + ଶఙ௥ ቀడజ(భ)డ௣ ቁ் . (24) 

As ଵఘ(మ) is much lower than 𝜐(ଵ), and 𝜐(ଵ) at relatively low gas pressures 
can be considered equal to RT/p, then ோ்௣(భ) = ଶజ(భ)ఙ௥మ ቀడ௥డ௣ቁ் − ଶఙ௥ ቀడజ(భ)డ௣ ቁ் . (25) 

After integrating this equation by p ≥ 0 we obtain ׬ ோ்௣(భ) 𝑑𝑝 = ׬ ଶజ(భ)ఙ௥మ ቀడ௥డ௣ቁ் 𝑑𝑝 − ׬ ଶఙ௥ ቀడజ(భ)డ௣ ቁ் 𝑑𝑝, (26) 𝑅𝑇 ∙ ൣ𝑙𝑛 𝑙𝑛 (𝑝(ଵ))  + 𝑐൧ = −2𝜎 జ(భ)௥ , (27) 

where c is the integration constant. 𝑝(ଵ) = 𝑒ି௖ ∙ 𝑒ିଶఙோ்జ(భ)௥  
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We obtain constant 𝑒ି௖ from equilibrium condition, given that at 𝑟 → ∞,  𝑝 = 𝑝଴:  𝑝(ଵ) = 𝑝଴ ∙ 𝑒ିమ഑ೃ೅ഔ(భ)ೝ  . (28) 

After differentiating the equation of equality of potentials (23) by T and 
given that (𝜕𝜑/𝜕𝑝)் =  𝜐, (𝜕𝜑/𝜕𝑇)௉ = -S we obtain  
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As the material density is almost independent of the pressure at low gas 
pressures  = RT/p, we obtain 
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Given P = const, (𝜕𝜑/𝜕𝑇)௉ = −𝑠, we finally write 
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At r  we obtain 
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where T0 is a pore forming gas temperature. 
Thus, all parameters for equation (11) are obtained, it is possible to de-

termine probable chemical reactions and formation of gas bubbles (pores) in 
a raw material.  
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4. Conclusions 
To intensify gas evolution in a mixture based on ash, the presence of a gas for-
mer is necessary, which can be formed as a result of exchange reactions. In ash 
and slag materials, the chemical and mineral-phase composition depends on the 
composition of the mineral part of the fuel, its calorific value, the combustion 
mode, the method of catching and removing incineration waste, and the place 
where raw materials are taken from the dumps. The use of additional gasifiers in 
certain technological modes contributes to the implementation of an intensive 
and controlled process of emission gases (for pore formation in the plastic raw 
material mixture). The mechanisms of the effect of mineral fillers and chemical 
reagents on the swelling processes can be estimated based on the analysis of the 
Gibbs equation, which makes it possible to predict the intensity and direction of 
changes in the energy state of the system. It will make it possible to determine 
the quantitative composition of a raw mixture with TPP ash addition and main 
technological modes of its swelling. The obtained results can be used to quantify 
components of a raw mixture for production of porous structures and perform 
further research to optimize the composition and technological modes of swelling. 
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Abstract: Estimating the amount of suspended sediment in rivers correctly is 
important due to the adverse impacts encountered during the design and 
maintenance of hydraulic structures such as dams, regulators, water channels and 
bridges. The sediment concentration and discharge currents have usually complex 
relationship, especially on long term scales, which can lead to high uncertainties in 
load estimates for certain components. In this paper, with several data-driven 
methods, including two types of perceptron support vector machines with radial 
basis function kernel (SVM-RBF), and poly kernel learning algorithms (SVM-PK), 
Library SVM (LibSVM), adaptive neuro-fuzzy (NF) and statistical approaches such 
as sediment rating curves (SRC), multi linear regression (MLR) are used for 
forecasting daily suspended sediment concentration from daily temperature of water 
and streamflow in the river. Daily data are measured at Augusta station by the US 
Geological Survey. 15 different input combinations (1 to 15) were used for SVM-
PK, SVM-RBF, LibSVM, NF and MLR model studies. All approaches are 
compared to each other according to three statistical criteria; mean absolute errors 
(MAE), root mean square errors (RMSE) and correlation coefficient (R). Of the 
applied linear and nonlinear methods, LibSVM and NF have good results, but 
LibSVM generates a slightly better fit under whole daily sediment values. 
Keywords: Prediction, Neuro-Fuzzy, Sediment Rating Curves,  
Support Vector Machines, Suspended Sediment 
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1. Introduction 
Estimation of suspended sediment amount in streams and rivers correctly is 
a substantial value in the design and maintenance of hydraulic structures such as 
dams, bridges, etc. In particular, the sediment that accumulates in the water 
storage structures such as dam reservoir reduces the reservoir capacity. De-
crease of the reservoir capacity causes shortening of the economic life of facili-
ties. In order to prevent or even delay these damages, a passive storage called 
dead storage is determined in the dam reservoir. It is designed to remain under 
the water intake structure. The service life of a dam, namely its useful life, de-
pends on the amount of storage. Therefore, it is important to accurately forecast 
the type and amount of sediments in dam projects. 

In rivers, suspended sediments are also transported with water during 
stream-flow movement. These sediments are consisted of either erosion in river 
basin or by abrasion in the stream bed. Throughout river, scouring and accumu-
lation in stream bed occur as a result of sediment movements. As a result of this 
scouring and accumulation, the shape of the river bed and morphological struc-
ture is expected to change. For the solution of these problems, suspended sedi-
ment estimations are needed.  

Determination of suspended sediments by measurements is the most ac-
curate method. However, this method takes time and is costly. In addition, there 
is no measurement of the amount of sediments in many observation stations, 
although water flow is measured. It is especially difficult to measure the amount 
of sediments in the stations in case of flooding. 

Artificial intelligence techniques have been widely used to solve complex 
problems in recent years. Examples of these are; artificial neural networks (ANN) 
(Saplıoglu & Cimen 2010, Turhan & Cağatay 2016, Demirci et al. 2017, Unes et 
al. 2018a, 2018b, Turhan et al. 2019) and adaptive network-based fuzzy inference 
system (ANFIS) (Jang 1993, Ghavidel & Montaseri 2017, Ebtehaj & Bonakdari 
2017, Demirci et al. 2018, Catal & Saplioglu 2018, Ehteram et al. 2021). 

In the past, many researchers also applied artificial intelligence methods 
and obtained different results in order to explain the sediment amount problem 
and provide correct solutions. Kisi (2005) estimated the concentration of sedi-
ment in the stream using ANN. Mirbagheri et al. (2010) evaluated the applica-
bility of the sediment rating curves (SRC), and fuzzy rule-based (NF) models in 
estimating the concentration of sediment in the rivers using the coefficient of 
determination and demonstrated that the NF model gives better results for pre-
dicting the sediment concentration. Fırat and Güngör (2010) used ANN and NF 
methods for sediment estimation. According to the results, they demonstrated 
that the NF approach provides high performance. Wieprecht et al. (2013) used 
an ANFIS to estimate bed load and total bed material load in the Rhine River. 
They used two-thirds of the available data sets (bed load and total bed material) 



Daily Suspended Sediment Prediction Using Seasonal… 119
 

for the training phase and the remaining one for the testing phase. They stated 
that the ANFIS modeling approach could be a good alternative for estimating 
bed load and total bed material load. Demirci and Baltaci (2013) investigated 
the viability of the SRC, multi linear regression (MLR), and fuzzy logic (FL) 
methods in estimating sediment concentration. FL model has shown good re-
sults in comparisons for both 5-year and 50-year sediment estimations. Demirci 
et al. (2015) used an ANN approach for forecasting sediment concentration in 
Little Coal river, West Virginia, in the USA. It was found that the ANN model 
gives better estimates than other techniques. Kitsikoudis et al. (2015), derived 
sediment transport formulas for sand-bed rivers. They used ANN, ANFIS, and 
genetic programming based symbolic regression methods to derive these formu-
las. Partovian et al. (2016), made a study on the daily sediment and flow model 
of the Minnesota River. They applied the previously measured data to ANN and 
ANFIS models. They compared it with MLR and auto-regressive moving aver-
age (ARMA) models to evaluate the performance of their models. According to 
their results, ANN and ANFIS models performed better than MLR model. 

Kisi and Zounemat (2016) conducted studies to forecast the amount of 
sediment in 2 stations on the Muddy river in the USA. The input parameters 
were the daily flow rate and the amount of sediment concentration data in the 
study. They used ANN, NF, SRC, and CNF models (Clustered Neuro-Fuzzy 
model, developed from classic NF). The CNF method has been shown to pro-
vide better sediment estimation results than others. CNF method can be present-
ed as an alternative to ANN, NF, SRC methods in sediment prediction. 
Seyedian and Rouhani (2015) studied the capabilities of the ANFIS to estimate 
daily sediment loads for four stations in the USA. They compared the ANFIS 
model they created with the SRC model in terms of error amounts (RMSE, 
MBE), and determination coefficient (R2) values. They stated that the ANFIS 
model performed better than the SRC model. Tasar et al. (2017) used M5tree 
(M5T), ANN approaches, and statistical approaches to estimate sediment load. 
Gunawan et al. (2017) estimated sediment load using the backpropagation net-
work (BPNN) scheme, which is an ANN method. As a result, they stated that 
this model performs better than other known calculation methods with its corre-
lation coefficient (R) and mean square error (MSE) stability. Buyukyildiz and 
Kumcu (2017) studied to predict sediment load which gauged at Ispir Bridge 
station, Çoruh River in Turkey. Choubin et al. (2018), estimated river sediment 
using the classification and regression tree (CART) model with machine learn-
ing techniques. Emamgholizadeh and Demneh (2019), compared artificial intel-
ligence models for the estimation of daily suspended sediment of Telar and 
Kasilian rivers in Iran. Results showed that ANN and ANFIS models were bet-
ter performance than the other models. Salih et al. (2020), predicted suspended 
sediment load in river-based on river discharge information by using newly 
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developed data mining models. Among the applied data mining models, the 
M5P model gave the best prediction result. Meshram et al. (2020), were used 
radial basis function (RBF), support vector machine (SVM), artificial neural 
networks (ANNs), and multiple model (MM)-ANNs to predict sediment yield. 
Results showed that the MM-ANNs model results gave best performance in all 
models.  

This study aims to investigate the performance of data-driven methods, 
including two types of perceptron support vector machines with radial basis 
function kernel (SVM-RBF), poly kernel learning algorithms (SVM-PK), adap-
tive neuro-fuzzy (NF), and statistical approaches such as sediment rating curves 
(SRC), multi linear regression (MLR) in sediment concentration predictions in 
rivers. Furthermore, the LibSVM model, which is one of the new modeling 
techniques, was used for sediment estimation in this study. 

2. Methods 
2.1. Sediment Rating Curve 
Conventional sediment rating curve (SRC) shows the connection between the 
sediment amount and the streamflow measured in any control section of the 
rivers. If Q indicates the streamflow and S indicates the concentration of sedi-
ment, the connection between these two variables; 

baQS   (1) 

where a and b are rating curve constant coefficients. Williams (1978) who ex-
amined the S-Q relationship given in Equation 1, proved that there is no uni-
form relationship. In some rivers, the S-Q relationship is followed by two dif-
ferent values. That is, the amount of sediment at different times in the stream 
can be different due to the hydrological causes for the same discharge value. In 
many cases, accurate sediments cannot be forecasted and are inadequate using 
these curves. 

2.2. Multi Linear Regression 
Multi linear regression (MLR) is a type of analysis for predicting a dependent 
variable, depending on 2 or more independent variables associated with the 
dependent variable (Berk, 2004). In MLR analysis, the relationship between 
further than one independent variable (x1, x2 ... xn) and a dependent variable (y) 
is examined. That is, if the dependent variable “y” is assumed to be impressed 
by “n” independent variables such as x1, x2, x3 … xn . If the relationship be-
tween them is assumed to be linear, MLR equation “y” dependent variable can 
be expressed as: 
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nn2211 xb...xbxbay   (2) 

When starting the regression analysis, the variables (two or more varia-
bles) to be searched first must be determined, an acceptance must be made then 
for the type of equation that shows the relationship between these variables. 

2.3. Support Vector Machine  
Support vector machine (SVM) is an approach of learning found by Cortes and 
Vapnik (1995) for solving the classification and regression problems. It is likely 
that classification of variables on a plane by drawing a boundary between them. 
The boundary which is drawn between variables must be as far as possible to 
each variable. The SVM defines how to draw this boundary between variables 
group. SVM studies according to statistical learning theory. A set of training 
data [(x1, y1), (x2, y2),….. (xn, yn)], where “xi” value indicates that the input space 
of the sample and has a corresponding target “yi” value. The SVM estimating 
function expressed as: 

b)W(Ky jkxi   (3) 

Where the Kernel function is Kxi, b is bias term of SVM network and Wjk 
is called the Lagrange multipliers that obtain to the significance of the training 
data sets for the output data. The network architecture of SVM is given in Fig. 1. 
 

 
Fig. 1. Network architecture of SVM10 model 
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In the SVM model, firstly input data is determined and processing is 
started. Then Which Kernel type is decided (In this paper, radial basis function 
and polynomial Kernel is used). After decided Kernel type, parameters of kernel 
are obtained. Finally, Models trained and applied test results. All this SVM 
stage is given in Fig. 2. 

The kernel function of non-linear radial basis (Hsu et al. 2003) is: 

1,2,3,...ni    and 0γeK
2

iyixγ
xi    (4) 

where γ is a user-defined parameter. The kernel function of polynomial 
(Hsu et al. 2003) is: 

  1,2,3,...ni   .K xi  dcyx  (5) 
where function degree define as d and c is constant parameter. If d = 1, function 
became linear condition. 

 

 
Fig. 2. SVM model stage 

2.4. Library SVM  
Library SVM (LibSVM) is one of the machine learning algorithms for support 
vector classification, regression (Chang & Lin 2002). C-SVC, nu-SVC, epsilon-
SVR, and nu-SVR are the most commonly known LibSVM machine learning 
algorithms. It works with multi-class classification. 
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The difference between the LibSVM model from the classic SVM mod-
el is that SVM types can be selected. Once the SVM types have been deter-
mined, the processing steps are similar to the conventional SVM. In this model, 
nu-SVR SVM type and RBF Kernel type is selected. The RBF kernel portion 
was previously explained. Schölkopf et al. (1998) proposed a support vector 
classification algorithm called nu-SVR, which was self-adjusting the epsilon 
parameter. Nu-SVR provides a parameter that can set and control the number of 
support vectors based on the total number of samples in the data set. 

2.5. Neuro-Fuzzy 
Suitable methods for classical analysis (key curves, linear regression) cannot be 
applied successfully in the field of hydrology because hydrological events are 
dependent on many variables and have non-linear relationships. In order to ana-
lyze such hydrological events, simple, economical, and easy methods have been 
developed. Therefore, more accurate and efficient results can be obtained as the 
events are discussed in the perspective of fuzzy. Neuro-fuzzy (NF) is a very effec-
tive logical understanding that can be used for this approach (Üneş et al. 2015). 

NF was initially represented by Jang (1993). The NF system works as 
a learning algorithm created with neural network functional rules. The parame-
ters of neuro-fuzzy systems are obtained by neural network learning algorithms 
in fuzzy rule-based systems, and different analysis methods such as Sugeno can 
be applied. The NF with Sugeno type works according to "If-Then" rules and 
the NF structure uses the Sugeno-Fuzzy rules. It is possible to introduce fuzzy 
systems are logical models which is consisted of “If-Then” rules and member-
ship functions. The Sugeno NF system, generated by two rules using three in-
puts, is shown in Fig. 3. Where, w1 or w2 is obtained by weighted mean of indi-
vidual rule outputs. NF structure is shown in Fig. 4. NF is connected via direc-
tional links and contains several nodes. Every node has a node function that can 
be constant or adjustable parameters. During learning process, the fittest param-
eter values are obtained by adjusting training data. NF is a method with the 
basic learning rules that want to reduce the total of the squared errors between 
the network output data and the real output data. 

Sugeno system in the first degree, two fuzzy If / Then rules with a typi-
cal set of rules can be specified as follows (Sayed et al. 2003). 
1. Rule: If x is A1, y is B1 and z is C1; then f 1 = p1x+ q1y+ r1z +s 
2. Rule: If x is A2, y is B2 and z is C2; then f 2 = p2x+ q2y+ r2z +s 
where: A1, B1, C1 and A2, B2, C2 are linguistic labels (such as “low”, “medium” 
or “high”), f1 and f2 denote, respectively, output functions of 1. and 2. rule, 
{pi, qi, ri, s} specified as result parameters. 
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Fig. 3. Sugeno type fuzzy model generated by two rules using three inputs 

With a Sugeno fuzzy inference system, NF network is generated. Re-
searchers who want more information about NF can be found in Jang (1993). 

Fig. 4. Structure of the Neuro-Fuzzy (NF) system using three inputs 
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3. Study area 
In this paper, Des Moines County area (Hydrologic Unit No: 18020109) in Io-
wa, United States was selected as the study area for estimating suspended sedi-
ment concentration amount. The Augusta station at the Skunk River has been 
studied (USGS Station No: 05474000]). Gage Datum at sea level is about 160 m 
(NGVD29, National Geodesy Vertical Datum). The location of the Augusta 
station at the Skunk River, which is the right tributary of Mississipi, is shown in 
Fig. 5. 

 

 
Fig. 5. Augusta station overviews on Skunk River (USGS) 

4. Datasets 
In this study, 3-year measurement data belonging to the Augusta station were 
used. Model performs was investigated by using daily average temperature of 
water, real-time streamflow, and sediment concentration data from Augusta Sta-
tion at the Skunk River in the USA. A total of 1095 days of three years (2007-
2009) was used for estimation. Daily mean temperature (Tmean), streamflow (Q) 
and sediment concentration (S) values are shown in Fig. 6, respectively. 
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Fig. 6. Daily mean water temperature (Tmean), streamflow (Q), and sediment 
concentration (S) values for 3 years  

5. Model results 
5.1. Error analysis 
The results of SRC, MLR, SVM-RBF, SVM-PK, LibSVM, and NF results for 
the models generated for 3 years data are as follows. For each model, the mean 
absolute errors (MAE), the root mean square errors (RMSE), and the correlation 
coefficients (R) between the models are also used to assess the performance of 
model estimations and observations. The MAE and RMSE were obtained as 
follows. The observed values were calculated.  


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
 (7) 

Here, N represents data numbers and Yi sediment concentration data. 
The model results of the statistical criteria calculated in the study are given in 
Table 1. 

w 
LJ

] 
w O

 

Tm
ea

n 
( 

o 
C

 ) 
._ 

N
 

N
 

U
l

 
O

 
L

:
:

 
p—

 
:: 

400 600 800 1000 
I)ays 

1500 

1000 

500 

600 800 1000 
Days 



Daily Suspended Sediment Prediction Using Seasonal… 127
 

5.2. Model results 
In the Sediment Rating Curve (SRC), 3-year data were assessed. The SRC was 
drawn by fitting a curve to the flow rate (Qt) and sediment concentration (St) 
data from the station. From the equation expressing this curve, sediment con-
centration data for SRC were obtained by setting the measured flow values at 
the gauge station instead of the unknown x value. The SRC for the training data 
is shown in Fig. 7. 

 

 
Fig. 7. Sediment Rating Curve (SRC) using train data 

 
The established SRC model using training data is given in Equation 8 

and this equation is also applied to the test data. Statistical results (RMSE, MAE 
and R) and inputs of SRC model are given in Table 1. 

St = 7.4008 x (Qt)0.7241 (8) 

After determining the Sediment Rating Curve, a scatter plot is drawn 
for the test data. For the test phase, this scatter plot and distribution graph be-
tween measured values and the SRC results are shown in Fig. 8a. 

The correlation coefficient, between measured values and SRC predic-
tion results, R = 0.47 was obtained for the test. The sediment rating curve multi-
plies the observed value by the predicted value of real values. When the distribu-
tion graph for the test data is examined, it is seen that the SRC sediment estimated 
values differ than the actual values. According to the SRC results, SRC method 
has low R value for the test data and when the distribution graph is examined, it 
is seen that the desired estimates cannot be obtained and it is considerably lower 
than the station measurement data. 

0 

500 

;m
g a: 3000 

2500 

2000 —Ó 

6 00 800 

Q (nP/s) 

400 200 



 

Ta
bl

e 1
. P

er
fo

rm
an

ce
s o

f S
RC

, M
LR

, S
V

M
-R

BF
, S

V
M

-P
K

, L
ib

SV
M

, N
F 

m
od

el
 fo

r t
es

t d
at

a 

M
od

el
 N

o 
an

d 
In

pu
ts 

SR
C 

M
LR

 
SV

M
-R

BF
 

M
od

el
s 

M
od

el
 In

pu
ts 

RM
SE

 
(m

g/
l) 

M
A

E 
(m

g/
l) 

R 
RM

SE
 

(m
g/

l) 
M

A
E 

(m
g/

l) 
R 

RM
SE

 
(m

g/
l) 

M
A

E 
(m

g/
l) 

R 

M
od

el
 1

 
Q

t 
27

8.
77

 
16

3.
19

 
0.

47
 

44
6.

29
 

24
0.

67
 

0.
41

 
32

5.
05

 
17

5.
14

 
0.

42
 

M
od

el
 2

 
Q

t, 
Q

t-1
 

  
43

7.
52

 
22

3.
22

 
0.

55
 

33
3.

82
 

18
1.

58
 

0.
39

 

M
od

el
 3

 
Q

t, 
Q

t-1
, Q

t-2
  

  
44

1.
91

 
22

4.
55

 
0.

54
 

32
4.

08
 

17
8.

40
 

0.
40

 

M
od

el
 4

 
T t

  
  

26
7.

47
 

19
1.

84
 

0.
31

 
28

5.
85

 
15

6.
79

 
0.

31
 

M
od

el
 5

 
T t

, T
t-1

 
  

26
6.

79
 

19
1.

65
 

0.
32

 
28

4.
52

 
15

6.
40

 
0.

31
 

M
od

el
 6

 
T t

, T
t-1

, T
t-2

  
  

26
7.

13
 

19
3.

14
 

0.
24

 
28

4.
30

 
15

6.
66

 
0.

30
 

M
od

el
 7

 
S t

-1
 

  
17

2.
65

 
87

.1
3 

0.
75

 
18

0.
76

 
81

.0
9 

0.
75

 

M
od

el
 8

 
S t

-1
, S

t-2
 

  
17

0.
86

 
85

.4
5 

0.
76

 
18

7.
76

 
82

.6
6 

0.
72

 

M
od

el
 9

 
S t

-1
, S

t-2
, S

t-3
 

  
16

8.
09

 
83

.8
6 

0.
77

 
18

7.
66

 
82

.7
1 

0.
72

 

M
od

el
 1

0 
Q

t, 
T t

, S
t-1

 
  

22
2.

63
 

12
2.

34
 

0.
69

 
21

3.
61

 
11

2.
07

 
0.

66
 

M
od

el
 1

1 
Q

t, 
Q

t-1
, T

t, 
T t

-1
, S

t-1
, S

t-2
 

  
23

6.
75

 
10

7.
64

 
0.

79
 

19
2.

53
 

10
2.

00
 

0.
70

 

M
od

el
 1

2 
Q

t, 
Q

t-1
, T

t, 
T t

-1
, T

t-2
 S

t-1
, S

t-2
 

  
23

6.
75

 
10

7.
64

 
0.

79
 

19
3.

50
 

10
2.

37
 

0.
70

 

M
od

el
 1

3 
Q

t, 
Q

t-1
, T

t, 
T t

-1
,S

t-1
, S

t-2
, S

t-3
 

  
23

3.
90

 
10

6.
53

 
0.

79
 

19
0.

44
 

10
1.

49
 

0.
70

 

M
od

el
 1

4 
Q

t, 
Q

t-1
, T

t, 
T t

-1
, T

t-2
, S

t-1
, S

t-2
, S

t-3
 

  
23

0.
92

 
10

3.
42

 
0.

80
 

19
0.

45
 

10
1.

52
 

0.
70

 

M
od

el
 1

5 
Q

t, 
Q

t-1
, Q

t-2
,T

t, 
T t

-1
, T

t-2
, S

t-1
, S

t-2
, S

t-3
 

  
  

  
17

2.
65

 
87

.1
3 

0.
75

 
18

6.
46

 
97

.8
6 

0.
72

 

M
A

E:
 M

ea
n 

ab
so

lu
te

 e
rro

rs
; R

M
SE

: R
oo

t m
ea

n 
sq

ua
re

 e
rro

rs
 R

: C
or

re
la

tio
n 

co
ef

fic
ie

nt
 



 

Ta
bl

e 1
. c

on
t. M

od
el

 N
o 

an
d 

In
pu

ts 
SV

M
-P

K
 

Li
bS

V
M

 
N

F 

M
od

el
s 

M
od

el
 In

pu
ts 

RM
SE

 
(m

g/
l) 

M
A

E 
(m

g/
l) 

R 
RM

SE
 

(m
g/

l) 
M

A
E 

(m
g/

l) 
R 

RM
SE

 
(m

g/
l) 

M
A

E 
(m

g/
l) 

R 

M
od

el
 1

 
Q

t 
38

7.
57

 
20

0.
27

 
0.

41
 

22
0.

49
 

14
3.

47
 

0.
63

 
26

0.
18

 
17

8.
83

 
0.

63
 

M
od

el
 2

 
Q

t, 
Q

t-1
 

38
5.

81
 

19
0.

90
 

0.
52

 
15

5.
90

 
10

8.
75

 
0.

84
 

18
2.

53
 

12
1.

09
 

0.
85

 

M
od

el
 3

 
Q

t, 
Q

t-1
, Q

t-2
  

39
4.

10
 

19
3.

27
 

0.
51

 
16

5.
37

 
10

7.
42

 
0.

83
 

21
9.

16
 

15
3.

48
 

0.
81

 

M
od

el
 4

 
T t

  
28

6.
16

 
15

6.
66

 
0.

31
 

26
6.

78
 

16
6.

50
 

0.
25

 
26

9.
56

 
19

2.
87

 
0.

33
 

M
od

el
 5

 
T t

, T
t-1

 
28

4.
95

 
15

6.
46

 
0.

32
 

26
6.

36
 

16
6.

52
 

0.
25

 
28

1.
84

 
20

9.
67

 
0.

19
 

M
od

el
 6

 
T t

, T
t-1

, T
t-2

  
28

5.
60

 
15

6.
62

 
0.

32
 

26
6.

23
 

16
6.

54
 

0.
25

 
27

5.
70

 
20

3.
89

 
0.

19
 

M
od

el
 7

 
S t

-1
 

17
4.

57
 

73
.6

6 
0.

75
 

16
8.

69
 

72
.6

2 
0.

77
 

16
6.

42
 

85
.0

6 
0.

78
 

M
od

el
 8

 
S t

-1
, S

t-2
 

17
3.

10
 

72
.1

7 
0.

76
 

16
6.

44
 

69
.0

9 
0.

78
 

15
6.

72
 

77
.2

6 
0.

82
 

M
od

el
 9

 
S t

-1
, S

t-2
, S

t-3
 

16
9.

48
 

69
.7

8 
0.

77
 

16
6.

32
 

68
.8

3 
0.

78
 

16
4.

80
 

79
.4

8 
0.

81
 

M
od

el
 1

0 
Q

t, 
T t

, S
t-1

 
17

7.
54

 
84

.2
9 

0.
74

 
21

5.
12

 
77

.0
2 

0.
81

 
16

9.
07

 
10

2.
82

 
0.

80
 

M
od

el
 1

1 
Q

t, 
Q

t-1
, T

t, 
T t

-1
, S

t-1
, S

t-2
 

21
3.

95
 

91
.7

0 
0.

80
 

12
1.

38
 

64
.3

9 
0.

90
 

13
4.

75
 

77
.6

9 
0.

88
 

M
od

el
 1

2 
Q

t, 
Q

t-1
, T

t, 
T t

-1
, T

t-2
 S

t-1
, S

t-2
 

20
8.

59
 

89
.3

3 
0.

80
 

12
4.

94
 

65
.7

8 
0.

90
 

15
6.

48
 

89
.1

5 
0.

88
 

M
od

el
 1

3 
Q

t, 
Q

t-1
, T

t, 
T t

-1
,S

t-1
, S

t-2
, S

t-3
 

19
9.

74
 

83
.3

8 
0.

81
 

12
2.

35
 

65
.8

7 
0.

90
 

13
1.

25
 

73
.7

1 
0.

89
 

M
od

el
 1

4 
Q

t, 
Q

t-1
, T

t, 
T t

-1
, T

t-2
, S

t-1
, S

t-2
, S

t-3
 

20
1.

30
 

83
.8

6 
0.

81
 

12
2.

97
 

65
.5

7 
0.

89
 

14
7.

00
 

80
.7

5 
0.

89
 

M
od

el
 1

5 
Q

t, 
Q

t-1
, Q

t-2
,T

t, 
T t

-1
, T

t-2
, S

t-1
, S

t-2
, S

t-3
 

18
0.

72
 

79
.4

1 
0.

83
 

12
5.

74
 

64
.5

3 
0.

89
 

15
1.

62
 

82
.6

4 
0.

88
 

M
A

E:
 M

ea
n 

ab
so

lu
te

 e
rro

rs
; R

M
SE

: R
oo

t m
ea

n 
sq

ua
re

 e
rro

rs
; R

: C
or

re
la

tio
n 

co
ef

fic
ie

nt



130 Fatih Üneş et al. 
 

 

 

 
Fig. 8. Measurement and Model distribution-scatter graph for test data a) SRC  
b) MLR14 c) SVM-RBF 7 

 
As for the Multi Linear Regression (MLR 1 to 15), 3-year data were as-

sessed and the results were determined as follows. The mean temperature (Tt), 
the lagged time mean temperatures (Tt-1, Tt-2), the streamflow (Qt), the lagged 
time stream-flows (Qt-1, Qt-2), and the lagged time sediment concentrations (St-1, 
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St-2, St-3) at the time “t-1”; “t-2”; “t-3” were used as input values for the MLR 
model analysis.15 different models (MLR 1 to MLR 15) were used for MLR 
model studies. Statistical results (RMSE, MAE and R) and inputs of MLR mod-
el are given in Table 1. 

According to Table 1, the best results in the MLR model belong to the 
"MLR14" model. The results of the MLR14 model are given below. The equa-
tion of MLR predictions is obtained by using training data in the MLR14 model 
and this equation is also applied to the test data. The equation used in MLR 
model estimation is given in Equation 15. 

St = 232.21 + 3.43Qt – 3.08Qt-1 – 3.7T + 4.14Tt-1 + 0.27Tt-2 +  
+ 0.7St-1 + 0.05St-2 + 0.06St-3 (9) 

For the 3-year data generated, MLR 14 model was evaluated, and MLR 
14 distribution and scatter graphs are shown, Fig. 8b. 

In the scatter plot generated during the test phase, the correlation coeffi-
cient was obtained as R = 0.80. MLR1 test data estimations are lower than train-
ing data estimations. The MLR1 estimates in the test phase yield far-reaching 
estimates of actual values, although the daily sediment values yield better re-
sults than the SRC values. It has been observed that the MLR14 prediction val-
ues are smaller than the real sediment observation values in the scatter graphs. 

For the SVM-RBF model analysis, as in MLR, the 3-year data are di-
vided into training and test data. 15 different models (SVM-RBF 1 to SVM-
RBF 15) were used for SVM-RBF model studies. Statistical results (RMSE, 
MAE, and R) and inputs of the SVM-RBF model are given in Table 1. 

According to Table 1, the best results in the SVM-RBF model belong to 
the "SVM-RBF 7" model. The results of the SVM-RBF 7 model are given be-
low. For the 3-year data generated, SVM-RBF 7 model was evaluated. Distribu-
tion and scatter graphs of the SVM-RBF 7 model are shown in Fig. 8c.  

The correlation coefficient R = 0.75 was obtained for the graph generat-
ed for the test with the SVM-RBF 7 model results. The SVM-RBF 7 estima-
tions at the test phase show better results than SRC model estimation values for 
the observed daily real-time sediment concentrations. But the MLR 14 model 
gave slightly better prediction results than the SVM-RBF 7. 

For the SVM-PK model analysis, as in MLR and SVM-RBF, the 3-year 
data are divided into training and test data. 15 different models (SVM-PK 1 to 
SVM-PK 15) were used for SVM-PK model studies. Statistical results (RMSE, 
MAE, and R) and inputs of these models are given in Table 1. 

According to Table 1, the best results in the SVM-PK model belong to 
the "SVM-PK 15" model. The results of the SVM-RBF 7 model are given 
below. Distribution and scatter graphs of the SVM-PK 15 model are shown in 
Fig. 9a. below, respectively. 



132 Fatih Üneş et al. 
 

 

 

 
Fig. 9. Measurement and Model distribution-scatter graph for test data a) SVM- PK 15 
b) LibSVM 11 c) NF 13 

 
In the scatter plot generated during the test phase, the correlation coeffi-
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for the observed daily real-time sediment concentrations. The SVM-PK 15 
model predictions have close to the actual sediment measurements. 

For the LibSVM model analysis, as in MLR; SVM-RBF, and SVM-PK, 
the 3-year data are divided into training and test data. 15 different models 
(LibSVM 1 to LibSVM 15) were used for LibSVM model studies. Statistical 
results (RMSE, MAE and R) and inputs of these models are given in Table 1. 

According to Table 1, the best results in the LibSVM model belong to 
the "LibSVM 11" model. The results of the LibSVM 11 model are given be-
low. Distribution and scatter graphs of the LibSVM model are shown in Fig. 9b. 
below, respectively.  

The correlation coefficient R = 0.90 was obtained for the graph generat-
ed for the test with the LibSVM 11 model results. The LibSVM 11 estimations 
at the test phase show better results than the other models (SRC, MLR 14, 
SVM-RBF 7 and SVM-PK 15) values for the observed daily real-time sediment 
concentrations.  

In NF analysis, Gaussian parabolic 3x3x4x4x3x4x3 Membership Func-
tions (MFs) and Grid Partition section were analyzed with 300 iterations, as-
suming the output as linear. For the NF model analysis, as in MLR; SVM-RBF, 
SVM-PK and LibSVM the 3-year data are divided into training and test data. 15 
different models (NF 1 to NF 15) were used for NF model studies. Statistical 
results (RMSE, MAE and R) and inputs of these models are given in Table 1. 

According to Table 1, the best results in the NF model belong to the 
"NF 13" model. The results of the NF 13 model are given below. Distribution 
and scatter graphs of the NF 13 model are shown in Fig. 9c. below.  

The correlation coefficient R = 0.89 was obtained for the graph generat-
ed for the test with the NF 13 model results. The NF 13 estimations at the test 
phase show better results than the other models (SRC, MLR 14, SVM-RBF 7, 
and SVM-PK 15) values for the observed daily real-time sediment concentra-
tions. It is seen that NF and LibSVM models have low error rates and a high 
correlation when a general evaluation is carried out. 
5.3. General evaluation  
Sediment amounts from 875-day observations used in the training of the NF 
model were also trained for MLR, SVM models as input set. Then, the models 
created were applied to the inputs of the test data generated from 220-day ob-
servations. The model results were compared with the measured values. The 
correlation coefficient variation of prediction models are given in Fig. 10. 
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Fig. 10. Correlation coefficient variations according to SRC, MLR, SVM,  
and NF models 

 
The model with the best result according to Table 1 is obtained when 

RMSE, MAE have the smallest, and R has the largest value. According to 
RMSE, MAE, and R, the SRC model (278,77-163,19-0,47) has the lowest suc-
cess rate. The MLR 14 (230,92-103,42-0,80) model performed better than the 
SRC model. The SVM-PK 15 (180,72-79,41-0,83) model performed better than 
the SRC, MLR 14, and SVM-RBF 7 model. The NF 13 (131,25-73,71-0,89) 
and LibSVM 11 (121,38-64,39-0,90) models were found to perform better than 
the other classical methods at all estimation performance evaluations. 

6. Conclusions 
In the present study, the potential of sediment rating curve (SRC), multi linear 
regressions (MLR), neuro-fuzzy (NF) and support vector machines with radial 
basis function kernel (SVM-RBF), support vector machines with the poly kernel 
(SVM-PK), LibSVM for the predicting of daily suspended sediment concentra-
tion is questioned by comparing the results with the observed suspended sedi-
ment concentration. Daily mean temperature, real-time streamflow, sediment 
concentration, 3-year data from the Skunk River Augusta station in the US were 
used. As a result of this study, it is possible to draw the following conclusions: 

For the 3-year data, the best results according to the correlation coeffi-
cient and error analysis criteria were obtained in the neuro-fuzzy and LibSVM 
models. But, the LibSVM approach slightly better than the NF model for fore-
casting daily sediment concentrations. The worst estimation results in all criteria 
were obtained in the sediment rating curve model. 
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The MLR model could not find the desired accuracy in the same ques-
tion due to the nonlinearity of the suspended sediment behavior while explain-
ing empirical relationships. 

Support vector machines with poly kernel model has better performance 
than SRC, MLR, and SVM RBF models  

The neuro-fuzzy and LibSVM models whose inputs are the air tempera-
ture, streamflow, lagged time stream-flows and suspended sediment concentra-
tions performed the best among the input combinations tried in this paper. This 
indicates that all these variables are needed for better suspended sediment 
modeling. 

As a result, it is demonstrated in this paper that the neuro-fuzzy and 
LibSVM models can be an applicable and alternative method for suspended 
sediment prediction in future studies.  

 
The hydrological data in this study were obtained from the USGS.  
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Abstract: The sector of transport, on the one hand, contributes to the socio-
economic development; on the other hand, it is the source of multiple external 
effects with a significant and adverse impact on the society and economy. In spite 
of many years' experiences in the study of external costs of transport, there are 
still large discrepancies in research approaches and methods. This article reviewed 
available studies in the scope of the estimation of external costs in transport and 
presented own estimations of the level of costs of climate change and air pollution 
generated by road freight transport in Poland. The estimation of external costs was 
conducted based on a method developed by Martinio et al. The obtained results of 
the study confirm the significant adverse effect of road freight transport on the 
environment. The results may be useful in the selection of appropriate transport 
policy instruments. 
Keywords: road freight transport, external costs, costs of climate change,  
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1. Introduction 
Problems connected with the protection of the natural environment against the 
harmful impact of the economic activity carried out by humans is one of the most 
significant challenges of today. These issues pertain to the exploitation of natural 
resources, pollution of the environment, climate change, destruction of natural 
habitats of numerous plant and animal species, as well as risks to entire ecosys-
tems (Radim et al. 2019). These changes also result in increasing threat to the 
safety of people, their well-being and health (Pawłowska 2018). 

Already in 1990s, transport was recognised as one of the most cumber-
some sectors of human activity. Unfortunately, this tendency continues. In the 
aspect of transport, on top of risks connected with disturbing the balance in 
ecosystems, there are also the issues of transport accidents and related material 
and human losses (Pawłowska 2017). In terms of policies, the problems men-
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tioned above have been addressed through the concept of sustainability, which 
is present in most of the programming documents of the European Union, both 
on the level of the entire economy of the group and in sectoral programmes. The 
concept of sustainability of transport is a response to the failures of the transport 
policy of the second half of the 20th century. Unsustainable transport causes 
pollution of the natural environment, absorbs enormous amounts of energy, and 
the increase of investments in this sphere does not cause the expected improve-
ment of the quality of provided services (Baran & Górecka 2019, Jacyna et al. 
2018). The aim of this article is to review available studies in the scope of esti-
mation of external costs in transport and to present the results of own estima-
tions of the level of costs of the climate change and air pollution generated by 
road freight transport in Poland. The obtained results of the research may be 
useful in the selection of appropriate transport policy instruments.  

2. Literature review 
In Poland, transport is a very important sector of economy, which is demon-
strated e.g. by its 7.8% share in the GDP (Quarterly national accounts…, GUS 
2020). The development of the transport sector is very closely connected with 
the process of socio-economic development on a feed-back basis. Transport 
connects markets, allows production to be increased, activates regions surround-
ing its infrastructure (Koźlak 2012). Transport is also the source of many major 
external effects that are negative for the society and the economy, resulting in 
significant social costs. The external effects of transport refer to a situation in 
which the user of transport does not pay all the costs connected with the 
transport process (including environmental costs, costs of congestion or road 
accidents) or does not receive full benefits connected with them (EC 1995). 

Most of all, transport uses vast areas for the development of transport 
infrastructure, both non-linear and linear one, as well as seriously pollutes the 
atmospheric air, water and soil. Furthermore, transport activity distorts the natu-
ral terrain and landscape, leading to defragmentation of the ecosystem; it dam-
ages the structure of the bedrock, destroys plants and threatens animals. 
Transport has an adverse effect on human organisms by causing risks to their 
health and life. Generally, we can differentiate four areas in transport in which 
external effects occur (Rothengater 2000, Gołębiowski et al. 2020 ). Firstly, the 
expansion of infrastructure may lead to both positive and negative external ef-
fects, which are not taken into account in market transactions. Secondly, users 
within the transport sector can affect each other, leading to unintended interac-
tions rendering the sector ineffective. Thirdly, the financial structure of pay-
ments for the use of the infrastructure may prove falsified due to the unjust divi-
sion of financial flows, i.e. tax-payers pay much more than the value of public 
services resulting from the functioning of the infrastructure, while private users 
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pay less than the actual costs of using the infrastructure. The fourth area pertains 
to the fact that the activity carried out on or thanks to the transport infrastructure 
affects third parties from outside the transport sector, e.g. through noise, acci-
dents, air pollution (Pawłowska 2018). 

Apart from the above-mentioned categories, also significant are the 
costs of up- and downstream processes. This group of costs includes the costs of 
air pollution and climate change generated by the production of electricity and 
fuels for transport, costs of emissions connected with the production and 
maintenance of means of transport and transport infrastructure, and costs of 
managing waste generated by the transport activity (Burdzik et al. 2014).  

Since the start of 1990s, the estimation and internalisation of external 
costs of transport have been important subjects of studies. In recent years, many 
studies under numerous research projects – both on a EU level and the level of 
individual EU countries – have been conducted with an aim to develop the 
methods of estimation of the external costs of transport. Table 1 presents 
a summary of major studies focusing on the costs of climate change and air 
pollution generated as a result of the activity of various branches of transport. 

 
Table 1. Summary of studies and research in the scope of external costs of air pollution 
and climate change generated by transport 

Year Institution conducting 
the works/Authors 

Branch  
of transport 

Scope  
of research 

Climate 
change 

Air  
pollution 

2018 UBA road Germany + + 
2016 CE Delft transport EU 28 + + 
2015 Petruccelli U. road, railway UK, Italy, 

Germany + + 

2014 
Ricardo-AEA all EU + + 
Mindur L. et al. road, railway Poland + + 
Huderek-Głapska S. all EU + + 

2012 

Trela M. road Poland  + 
Poliński J. road, railway Poland + + 
Becker J. et al. road UE 27  + 

2011 

European Commission  all EU + + 
HEIMTSA road, railway EU  + 
CE Delft, INFRAS,  
Frauhafner, Delft JSI all EU + + 

2010 
Martinio A. et al. all EU + + 
NERI road EU  + 
Victoria Transport Policy Institute road EU + + 
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Table 1. cont. 

Year Institution conducting 
the works/Authors 

Branch  
of transport 

Scope  
of research 

Climate 
change 

Air  
pollution 

2008 

CE Delft (IMPACT) all EU + + 
CE Delft (OECD) all EU + + 
Fondazione Eni Enrico Mattei road, railway, 

sea, air Italy + + 
Leeds University (GREACE) all UE 25 + + 
LEBER/INFRAS road, railway Basque 

Country + + 

2005 
WHO all EU  + 
Bickel P. et al. (HEATCO) road, railway UE 25  + 

2004 
Van Essen H.P. et al. road, railway, air UE 15  + 
CE Delft all Netherlands + + 

2004/ 
2000 INFRAS/IWW all 

EU 15, 
Norway, 

Switzerland 
+ + 

2002 Leeds University (UNITE) road, urban rail, 
water, air 

EU 15, 
Hungary, 
Estonia, 

Switzerland 

+ + 

2001 

Weinreich S. et al. (RECORDIT) all 3 European 
corridors + + 

COWI road, railway Estonia + + 
Leeds University (CAPRI) road, railway, air EU + + 
Boiteux Report road, railway France + + 
Commission of the European 
Communities all EU + + 

2000 

Nash C. et al. (PETS) road, railway, air EU + + 
INFRAS/IWW all EU + + 
Experts assuming advisory roles 
of the High Level Group for 
charging for the transport infra-
structure  

road, railway EU  + 

KBN road, railway Poland + + 

1998 

Sansom T. et al. (ITS) road, railway UK + + 

ECTM road, railway 
EU 15, 

Norway, 
Switzerland 

+ + 

1992 
European Commission  all EU + + 
European Commission  all EU + + 

Source: Zych-Lewandowska et al. 2020 

3. Aim, materials and methods 
The aim of the article was to estimate the level of costs of climate change and 
air pollution generated by road freight transport in Poland, using the method 
proposed by Martinio et al. (2009). It has been found that the method of Mar-
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tinio et al. (2009) is the most appropriate approach to the estimation of external 
effects, standing out against the previously published proposals (cf. Table 1). 
This document was ordered by the EU Committee on Transport and developed 
by TRT Transporti e Territorio, a company specialising in research projects in 
the scope of economics and transport, including: planning, modelling, quantita-
tive analyses and economic evaluation of transport. The work of Martinio et al. 
(2009) summarises research available at the time in the scope of the analysis of 
external costs of transport and, additionally, the manual IMPACT (Maibach et 
al. 2008) and the transport package of the European Commission (Green 
Transport Package 2008). 

The basic assumption of the applied method of Martinio et al. (2009) is 
the division of external costs into six groups: accidents, climate change, air pol-
lution, noise, congestion, other (Table 2). In terms of research, this article fo-
cuses on an analysis of external costs connected with the environment, i.e. costs 
of air pollution and climate change generated by road freight transport. 

The research facility was selected on purpose. The research concerned 
the sector of road freight transport. The choice was affected by the fact that road 
transport in Poland in 2018 performed 85.5% of the total shipping work. The 
research covered the period 2005-2016. The scope of research started in 2005 
due to Poland's accession to the European Union and the necessity for state 
agencies to collect statistical data necessary for conducting this research. The 
source material for the study was data from Statistics Poland and the National 
Emissions Balancing and Management Centre. 

 
Table 2. Division of external effects into groups in line with the recommendations 
of the EU Committee on Transport 

External 
effect Cost components Basic factors influence on cost 

accidents 

 material losses, 
 administrative costs, 
 medical costs, 
 production losses, 
 risk value, 

 kind/characteristics/maintenance of vehicles, 
 speed of vehicles, 
 traffic, 
 time of day, 
 weather conditions, 
 deployment of infrastructure, its technology and 

maintenance, 

air  
pollution 

 costs of human health, 
 costs of material losses, 
 crop losses, 

 population density and settlement density, 
 density of receptors close to emission sources, 
 sensitivity of the area, 
 level of emissions, 
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Table 2. cont. 

External 
effect Cost components Basic factors influence on cost 

climate 
change 

 costs of prevention 
aimed at reducing the 
risk  
of climate change, 

 costs of losses caused  
by the increase  
of temperature, 

 kind of vehicle and its equipment, 
 speed, 
 driving style, 
 fuel consumption and carbon content  

in the fuel, 

congestion 

congestion: 
 costs of time, 
 operational costs, 
deficiency: 
 costs of delays, 
 costs of lost  

opportunities, 

congestion: 
 kind of infrastructure, 
 traffic intensity and capacity depending most  

of all on the time of day, place, accidents  
and the kind of structure of the infrastructure, 

deficiency: 
 kind of infrastructure, 
 level of traffic and capacity depending most  

of all on the time of day and place, 

noise 
 nuisance, 
 medical costs, 

 time of day, 
 density of receptors close to emission sources, 
 existing noise levels, 

Source: Martinio et al. 2009 

4. Research results 
According to Martinio et al. (2009), climate change, also referred to as the glob-
al warming, means “a change in the concentration of greenhouse gases causing 
a gradual warming at the surface of the Earth, mainly due to human activity.” 
According to the study, the costs of climate change include: costs of losses in 
agricultural production, changes in the availability of water resources and the 
rise in the sea level, health effects, increase in transport emissions, and costs of 
coal use. 

According to Maibach et al. (2008), the level of external costs of cli-
mate change is proportional to the volume of freight and fuel consumption, and 
is estimated based on the amount of CO2 emissions. These emissions depend 
on: the type of vehicle and its equipment, characteristics of emissions depending 
on the speed of the vehicle, driving style, fuel consumption and type of vehicle. 

In the EU countries, transport accounted for 33.4% of CO2 emission 
(Statistical Pocketbook 2020). Aside from the listed variables affecting this 
value, it can be concluded that it also depends on the location. According to 
Gradziuk and Gradziuk (2016), in the territory of the analysed rural municipali-
ties, transport accounted for 47% of CO2 emission, i.e. much more than the 
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European average, as the location where transport takes place has a direct effect 
on the above-listed properties, most of all on the driving style.  

Martinio et al. (2009) presented suitable indicators for the estimation of 
the external costs of climate change caused by heavy goods vehicles transport-
ing freight (Table 3). As part of the research, the external costs of climate 
change caused by road transport were estimated. Data from Table 4 was used, 
which included the volume of freights in consecutive years, which was then 
multiplied by appropriate indicators from Table 3. Calculation results are pre-
sented in Table 5. Due to the availability of data, the costs were aggregated to 
average values by dividing them into freight areas. 

The costs of climate change in Poland caused by road freight transport, 
after an initial growing trend in 2008-2011, levelled off at the about PLN 2.5 bn 
a year (Table 5). These costs varied depending on the place of carriage, i.e. 
whether within a city, outside a city or on a motorway. In the studied period, the 
average cost of climate change caused by road transport on motorways was 
PLN 170 m, and was the lowest in comparison with other roads; its growth dy-
namics, however, was the largest. The highest costs were caused by inter-city 
transport, conducted not on motorways but on other roads, which were used for 
transporting the most goods. The level of costs of climate change on other roads 
reached on average PLN 1.5 bn annually. This was mainly caused by the lack of 
an appropriate number of express roads. Furthermore, the external cost of one 
vehicle-kilometre is higher on other roads than on motorways due to, e.g. a dif-
ferent driving mode (fewer instances of slowing down, accelerating and stop-
ping at junctions, etc.), but also a closer proximity of human settlements, which 
can be directly affected by air pollution. In urban areas in Poland, the level of 
generated external costs of climate change can be deemed average compared 
with other analysed areas (it amounted to about PLN 750 m). 

Air pollution is mostly made up of the emission of: nitric oxides, non-
methane volatile organic compounds (NMVOCs), sulphur dioxides as well as 
PM2.5 and PM10 particulate matter. Other pollutants include: carbon monoxide, 
ammonia, heavy metals (cadmium, mercury, lead, arsenic, chromium, zinc, 
copper, nickel), persistent organic pollutants (POP: dioxins, furans and poly-
chlorinated biphenyls, hexachlorobenzene, benzo(a)pyrene and polycyclic aro-
matic hydrocarbon (PAH)), as well as total dust (TSP, which also contains 
PM2.5 and PM10) and carbon black dust. A detailed analysis in the case of road 
transport focused on the first group of compounds considered by Martinio et al. 
(2009) as the most significant one. 

The main factors affecting the emission of pollutants by transport in-
clude: fuel composition, engine characteristics and maintenance, kind and basic 
characteristics of the vehicle, distribution of transport infrastructure, speed, 
congestion. The basis for the analysis of the external costs of air pollution by 
road transport were the multipliers recommended by the EU (Table 6). 
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Table 3. Indicators for the estimation of the external costs of CO2 emissions for heavy 
goods vehicles in road transport divided into transport areas, mass of the vehicle and 
fulfilled fuel consumption standard 

Mass of 
vehicle 

EURO  
standard 

Value of indicators by area [euro cent/ vehicle-kilometre] 
metropolitan city inter-city motorways average 

< 7.5 t 

EURO 0 1.3 1.3  1.2  1.2  1.2  
EURO 1 1.1 1.1 1.0  1.0  1.0  
EURO 2 1.1  1.1 1.0  1.0 1.0  
EURO 3 1.1  1.1 1.1  1.1  1.1  
EURO 4 1.1  1.1 1.0 1.0  1.0  
EURO 5 1.1  1.1 1.0  1.0 1.0  

7.5-16 t 

EURO 0 2.0  2.0  1.8  1.7 1.7  
EURO 1 1.8  1.7 1.6  1.5  1.5  
EURO 2 1.7  1.7  1.5  1.4 1.5  
EURO 3 1.8  1.8  1.6  1.5  1.5  
EURO 4 1.6  1.6 1.5  1.4 1.4  
EURO 5 1.7 1.7  1.5  1.4  1.4  

16-32 t 

EURO 0 2.0  2.0  1.8  1.7 1.7  
EURO 1 1.8  1.8  1.6  1.5 1.5  
EURO 2 1.7  1.7  1.5  1.4  1.4  
EURO 3 1.8  1.8  1.6  1.5 1.5  
EURO 4 1.6  1.6  1.5  1.4 1.4  
EURO 5 1.7  1.7  1.5  1.4  1.4  

> 32 t 

EURO 0 2.9  2.9  2.5  2.3  2.3  
EURO 1 2.6  2.6  2.2  2.0 2.0  
EURO 2 2.5  2.5  2.2  2.0  2.0  
EURO 3 2.6  2.6  2.2  2.0  2.0  
EURO 4 2.4 2.4 2.1  1.9 1.9  
EURO 5 2.5  2.4  2.1  1.9  1.9  

Source: Maibach et al. 2008 
 

Table 4. Traffic in freight transport in Poland in the years 2008-2015 

Type of 
road 

Level of road freight traffic in years [millions of vehicle-kilometres] 
2008 2009 2010 2011 2012 2013 2014 2015 

Motorways 1,577 2,320 2,765 2,917 2,892 2,962 2,982* 2,986* 
City roads 8,639 8,671 9,761 10,215 10,090 10,269 10,524 1,010 

Other roads 19,527 18,832 21,112 22,067 21,760 22,115 21,999* 21,763* 

* Data estimated based on data from Statistics Poland from corresponding years. 
Source: own study based on data from Statistics Poland 
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Table 5. External costs of climate change caused by road freight transport in Poland  
in 2008-2015 divided into areas of transport  

Type of 
road 

External costs of climate change (PLN m) in given years: Dynamics 
2008/2015 

(%) 2008 2009 2010 2011 2012 2013 2014 2015 
Motor- 
ways 103 151 181 190 188 193 194 194 128 

City 
roads 673 676 761 796 786 800 820 843 124 

Other 
roads 1,354 1,305 1,463 1,530 1,508 1,533 1,525 1,509 115 

Total 2,130 2,132 2,405 2,516 2,482 2,526 2,539 2,546 119 

Source: own study 
 
Table 6. Values recommended for the estimation of the costs of air pollution caused  
by transport 

Specification Values of indicators for pollutants [EUR/tonne] 
Pollutant NOx NMVOCs SO2 PM2.5 PM10 

Context N/A N/A N/A 

M
et
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lit
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up
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lt 
 

up
 a

re
a 

Multiplier 3,900 600 5,600 174,500 56,000 52,400 69,800 22,400 20,900 

Source: Martinio et al. 2009 

The estimation of the level of the external costs of pollution in transport 
in Poland used the data of the National Centre for Emissions Management 
(KOBiZE), which concerned the amounts of emission of compounds broken 
into individual branches of economy. The amounts of pollution emitted by road 
freight transport in consecutive years and the external costs of this emission are 
presented in Table 7 and 8. 

Total emissions of road freight transport in 2016, respectively: NOx: 
about 150 k tonnes; NMVOCs: about 12 k tonnes; PM2.5 and PM10: about 5 k 
tonnes; SOx: about 0.12 tonnes (Table 7). Road transport is an insignificant 
emitter of sulphur oxide, because the combustion of diesel and petrol fuel pro-
duce only trace amounts of sulphur. The conducted analyses confirm the down-
ward trend in the emission of pollutants in road transport in the years 2005-
2016, both in terms of volume and generated external costs. However, in 2016 
there was a noticeable increase in the emission of the compounds in question. 
According to the National Centre for Emissions Management, it resulted from 
an increased amount of fuel consumed by road transport. 
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Table 7. Emissions of SOx, NOx, NMVOCs, PM2.5 and PM10 caused by road freight 
transport in 2005-2016 in Poland 

Year Emission of a compound in given years [tonnes] 
NOx NMVOCs SOx PM2.5 PM10 

2005 146,315.68 18,134.81 0.10 6,399.46 6,399.46 
2006 162,252.54 20,548.24 0.10 7,225.93 7,225.93 
2007 178,109.03 20,477.62 0.11 7,663.32 7,663.32 
2008 168,503.95 17,969.19 0.11 6,830.44 6,830.44 
2009 172,530.34 18,417.27 0.12 7,023.98 7,023.98 
2010 168,313.28 15,629.97 0.12 6,237.34 6,237.34 
2011 169,146.54 14,715.14 0.12 5,987.20 5,987.20 
2012 155,500.96 13,774.20 0.11 5,480.27 5,480.27 
2013 133,487.70 11,886.67 0.10 4,541.05 4,541.05 
2014 131,159.97 11,077.65 0.10 4,305.54 4,305.54 
2015 126,585.68 10,237.45 0.11 3,982.07 3,982.07 
2016 148,022.24 11,692.65 0.12 4,669.48 4,669.48 

Dynamics 
2016/2005 101% 64% 120% 73% 73% 

Source: own study based on KOBiZE 
 
Table 8. External costs of the emission of compounds by road freight transport  
in 2005-2016 (PLN m) 

Year 
External costs of the emission of compounds  

by road freight transport (PLN m) Unit costs 
PLN/ tkm 

NOx NMVOCs SOx PM2.5 PM10 Total 
2005 2,459.42 46.90 0.38 2,600.95 1,039.83 6,147.10 0.051 
2006 2,727.30 53.14 0.35 2,936.86 1,174.12 6,891.42 0.050 
2007 2,993.83 52.96 0.35 3,114.62 1,245.19 7,406.61 0.046 
2008 2,832.38 46.47 0.30 2,776.12 1,109.86 6,764.83 0.039 
2009 2,900.06 47.63 0.29 2,854.78 1,141.31 6,943.78 0.036 
2010 2,829.18 40.42 0.27 2,535.06 1,013.49 6,418.15 0.030 
2011 2,843.18 38.05 0.28 2,433.40 972.84 6,287.48 0.028 
2012 2,613.82 35.62 0.26 2,227.36 890.47 5,767.28 0.025 
2013 2,243.79 30.74 0.24 1,845.63 737.86 4,858.03 0.019 
2014 2,204.67 28.65 0.21 1,749.91 699.59 4,682.82 0.018 
2015 2,127.78 26.47 0.20 1,618.45 647.03 4,419.74 0.016 
2016 2,488.11 30.24 0.20 1,897.83 758.73 5,174.91 0.017 

Dynamics 
2016/2005 101% 64% 53% 73% 73% 84% 33% 

Source: own study 



148 Joanna Domagała & Maria Zych-Lewandowska 
 

A significant element of the analysis is the estimation of not only total 
emissions, but also unit emissions, i.e. expressed as tonne-kilometres, because 
only such approach presents the real level of the impact of road transport on the 
environment and allows it to be compared with other branches. Unit external 
costs of air pollution generated by road freight transport decreased year after 
year (Table 8). This trend continued, even though the volumes of freight in Po-
land increased each year. It may mean that the quality of the means of transport 
improved. In the case of road transport, it would be a constantly increasing 
share of newer vehicles, meeting the more and more restrictive engine stand-
ards. However, an analysis of the age of heavy goods vehicles does not confirm 
that, instead pointing to the ageing of the HGV fleet (Statistics Poland 2016). 
Therefore, the decrease of emissions in road transport must have been caused not 
by changes in the fleet of vehicles, but rather in the infrastructure. The increase of 
the length of express roads and motorways in Poland in the period from 2005 to 
2016 was significant (motorways from 552 km to 1,637 km – increase by almost 
300%; express roads from 258 km to 1,534 km – increase by almost 600%). 
Since the level of fuel consumption – and, consequently, the emission of pollu-
tants – is directly affected by the traffic flow, then the expansion of the network 
of express roads could have been the cause of the decrease in the unit emissions 
of pollutants in road transport. 

5. Conclusions 
The achievement of sustainable transport development appears as the main pri-
ority of the transport policy in today's world. The EU has caused the develop-
ment of specific methodological assumptions in the scope of the estimation of 
the external costs of transport, which may support further steps of internalisa-
tion of external costs and reform of transport charges. However, it is not possi-
ble to precisely identify the structure of the external costs of transport and to 
estimate their values as a function of time, because, on the one hand, the esti-
mates of the external costs of transport entail a large error margin, and on the 
other hand there is a lack of access to required data which could be used for 
estimation. However, some methods of estimation of these costs can deliver 
estimated values of costs. In Poland, there are few publications and studies of 
the full estimate of the external costs of transport. In consideration of the above, 
and assuming that the analysis of external costs may become a significant ele-
ment of transport costs, and, consequently, of logistics in the areas of deliveries, 
production and distribution, this article presented an estimation of external envi-
ronmental costs of road freight transport.  

Road transport accounts significant percentage of total emissions of 
harmful compounds. The results of the conducted studies, when compared to 
the previous research of the authors (Zych-Lewandowska et al. 2020, Zych-
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Lewandowska 2020), demonstrate that, in terms of the emissions of SOx, NOx, 
NMVOCs, PM2.5 and PM10, road transport is in a much worse position than rail 
transport. This means that rail transport has a decisively less adverse effect on 
human health and natural environment than road transport.  

In order to reduce the adverse external effects of road transport, various 
actions are undertaken. For the purpose of reducing the emission of harmful 
gases and particulate matter, exhaust emission standards (EURO) are introduced 
for new vehicles sold in the European Union (Merkisz et al. 2012). Further-
more, the automotive market presents new technologies for powering vehicles 
with alternative fuels, which have a smaller impact on the environment. Electric 
vehicles are introduced as well. Currently, they are not a popular choice due to 
their limited performance, range, charging time and, most of all, high costs of 
production of such cars as well as the necessity to adjust the infrastructure to 
them. However, the BEV (Battery Electric Vehicle) technology is the most dis-
cussed concept, which gives hope for the reduction of emissions of harmful 
pollutants to the environment. 

The prevailing unfavourable branch structure of shipping, which is de-
cisively dominated by road transport with its still growing share in shipping, 
impedes the achievement of the desired effects of actions taken. In addition, the 
continuing growing trends in the transport of passengers and goods result in the 
effects of actions taken being largely countered by the increased carriage work 
of both the goods and passenger transport. 
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Abstract: Agriculture, mainly biogenic compounds (nitrogen and phosphorus) 
and plant protection products are one of the sources of environmental pollution. 
The sources of pollution are both farm buildings and intensively used agricultural 
land. Therefore, a crucial element of the environment contributing to the 
improvement of surface water quality are the aforementioned shallow reservoirs 
covered by vegetation that act as biofiltres or reservoirs such as dammed 
reservoirs. The analysed reservoir is located in the Greater Poland Province, about 
25 km to the north from Poznań, in Murowana Goślina commune. The research 
on the analysed reservoir was conducted during the growing seasons, from 2016 
to 2018, at three measurement and control points: at the Przebędowo reservoir 
inflow, it the Przebędowo reservoir and at the Przebędowo reservoir outflow. 
They included determining 4 groups of physico-chemical indicators supporting 
biological elements, including indicators characterising aerobic conditions, 
salinity, acidification (pH) and indicators characterising biogenic conditions. 
Based on the conducted research, a great influence of the reservoir was proven, 
especially in the context of the concentration of dissolved oxygen at the outflow, 
where, concerning this indicator, the reservoir was classified as water quality class 
I. The presented research results also confirmed that in the context of the 
complexity of hydrological and physico-chemical processes taking place in 
dammed reservoirs, it is necessary to continuously control them both in terms of 
water quantity and quality. 
Keywords: small-scale water retention, dammed reservoirs, water quality 
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1. Introduction 
Changes in the quality of surface water of a catchment are particularly visible in 
small water reservoirs. The factors that influence the size of the biogenic com-
pounds and their migration in surface water are the development of the catch-
ment, the size and depression of the land, the type and degree of vegetation 
cover, population density, sanitation infrastructure, level and method of fertili-
sation, livestock density and others (Giercuszkiewicz-Bajtlik 1990, Ilnicki 
2002). Concerning the functions of reservoirs, there are also two vital aspects, 
from which conflicting purposes of its use emerges. On the one hand, reservoirs 
are an important element of industrial infrastructure and indispensable source of 
water for cities and settlements but, on the other hand, because of their impact 
on the environment, they are also a vital element of the ecosystem (Wicher 
2004). However, reservoirs which have a dam (dammed reservoirs), apart from 
their basic functions, also improve the purity of surface water. After damming, 
sedimentation and retention of up to 90% of mineral and organic particles that 
are in the water flowing into a reservoir occurs. Nonetheless, one cannot une-
quivocally determine whether reservoirs improve or deteriorate the water quali-
ty as these issues are very complex (Wiatkowski et al. 2010). 

Agriculture, mainly biogenic compounds (nitrogen and phosphorus) and 
plant protection products are one of the sources of environmental pollution. The 
sources of pollution are both farm buildings and intensively used agricultural 
land (Saunders et al. 2001, Elser et al. 2007, Chislock et al. 2013). Chemical 
compounds from applied mineral fertilisers and plant protection products, leak-
ing septic tanks and sewage systems are washed away by rain and directed to 
surface waters. Reduction of the amount of these pollutions can be achieved by 
suitable management of agriculture, building a treatment plant. However, even 
with such management, some of the compounds that get into the soil during 
fertilisation will always be washed away by precipitation water and will enter 
surface waters. Therefore, a crucial element of the environment contributing to 
the improvement of surface water quality are the aforementioned shallow reser-
voirs covered by vegetation that act as biofiltres or reservoirs such as dammed 
reservoirs. According to Galicka et al. (2007) dammed reservoirs can periodi-
cally retain up to 90% of the total amount of matter flowing into them. Wiat-
kowski (2008, 2010) states that after flowing of the water of the Prosna river 
through the Psurów reservoir, one could spot a significant reduction of phosphates 
(by 21%), nitrates (V) (by 26%), nitrates (III) (by 9%) and ammonia (by 5%). 

The influence of a dammed reservoir on water quality in the rivers lo-
cated below it depends on the amount of stored water and the flow as well as on 
the time of water retention and the location of the reservoir (on the water-course 
or as a side-reservoir). Reservoirs with a long time of retention of water are 
"trap" for the river nutrient material such as phosphorus and nitrogen and limit 
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the amount of mineral suspensions. Depending on the depth and location of 
discharge, reservoirs can lower the water temperature in summer (deep reser-
voirs with a long time of water retention, in which stratification occurs and wa-
ter discharge is below the thermocline) or raise it (shallow reservoirs with 
a long time of water retention). Water leaving deep reservoirs with a discharge 
below the thermocline on a short section below the dam has a low oxygen con-
centration. Some dammed reservoirs retain the water of poor quality (with 
a high content of phosphorus and nitrogen compounds) and introduce biological 
contaminants, namely large amount of phytoplankton into the river below, caus-
ing the algal bloom. The phenomenon caused by the algal bloom of water oc-
curs in small and medium rivers with shallow reservoirs with a long time of 
retention. 

Storage reservoirs in Poland are located mainly in catchments that are 
characterised by agricultural use, mostly in the lower or middle course of the 
river. Certainly, this is related to the problems with their functioning and exploi-
tation. Such reservoirs are exposed to excessive accumulation of biogenic com-
pounds, mainly organic and inorganic nitrogen and phosphorus compounds (as 
it was mentioned earlier). The result is the deterioration of the quality of the 
stored water and eutrophication (Przybyła et al. 2014). 

The aim of this study was to assess the impact of Przebędowo reservoir 
on the water quality of the Trojanka river in the first years of its functioning.  

2. Materials and methods 
The analysed reservoir is located in the Greater Poland Province, about 25 km 
to the north from Poznań, in Murowana Goślina commune (Fig. 1). According 
to natural regions of Poland based on physical geography (Kondracki 2000), the 
area of research, characterised by the early post-glacial landscape, is located in 
the Greater Poland Lakeland (Polish: Pojezierze Wielkopolskie) in the area of 
the Poznań Warta Gorge (Polish: Poznański Przełom Warty) (315.52). The dis-
cussed catchment area of about 1002 is covered mainly by forests, and to a less-
er extent, arable lands in the area adjacent to the reservoir. The structure of land 
use according to Corine Land Cover 2018. 

The Przebędowo reservoir was constructed in the valley of the Trojanka 
river at km 6+915-8+371 of its course, by the Provincial Management of Drain-
age, Irrigation and Infrastructure in Poznań and commissioned in November 
2014. The reservoir is 1450 meters long and 120 meters wide. The front dam is 
class IV and is 334 meters long. It should be noted that the Trojanka river acts 
as a local wildlife corridor for a river system. The river is vital for the connec-
tion of the area of Puszcza Zielonka Landscape Park (established in 1994) Spe-
cial Area of Conservation Natura 2000 "Uroczyska Puszczy Zielonki" and the 
Warta river to which it flows. Due to this fact, the reservoirs maintain connec-
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tions between area of the Trojanka river above the damming and the Warta river 
valley. The main task of the reservoir is to store water for agricultural purposes, 
as well as to improve ambient and water conditions on adjacent agricultural land 
and to protect the area below the dam and area adjacent to the reservoirs from 
flooding and fire. 13 meters wide ecological buffer zone (biogeochemical barri-
er) was established around the reservoir and it serves as a transition zone be-
tween the reservoirs and the agricultural land in order to limit the flow of bio-
genic compounds (nitrogen, phosphorus) and plant protection products from the 
adjacent areas. 

Fig. 1. Location of the Przebędowo Reservoir with water sampling points (P1 – inflow, 
P2 – reservoir, P3 – outflow) and use of the catchment area 

The research on the analysed reservoir was conducted during the grow-
ing seasons, from 2016 to 2018, at three measurement and control points: at the 
Przebędowo reservoir inflow (Trojanka river), it the Przebędowo reservoir and 
at the Przebędowo reservoir outflow (Trojanka river). The tests of water sam-
ples were collected once a month and carried out in the laboratory of the Insti-
tute of Land Improvement, Environmental Development and Geodesy of the 
Poznań University of Life Sciences. They included determining 4 groups of 
physico-chemical indicators supporting biological elements, including indica-
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tors characterising aerobic conditions (dissolved oxygen content and biochemi-
cal oxygen demand 5), salinity indicators (calcium, magnesium, sulfates and 
electrolytic conductivity), acidification (pH) and indicators characterising bio-
genic conditions (ammoniacal nitrogen, nitrate nitrogen (V) nitrate nitrogen (III) 
and phosphate (V)) in accordance with applicable standards. 

 

 
Fig. 2. 13 meters wide ecological buffer zone (biogeochemical barrier)  

 
Statistical inference about the significance of the differences in the val-

ues of indicators between the measurement and control points was carried out 
with the non-parametric Mann-Whitney U test at the significance level α = 0.05. 
This test was chosen due to the lack of normal distribution of most of the ana-
lyzed indicators. 

The analysis of the ecological status of Trojanka river was carried out in 
accordance with the Regulation of the Ministry of Marine Economy and Inland 
Navigation of 11 October 2019 (hereinafter referred to as "the Regulation") on 
the classification of the ecological status, ecological potential and chemical 
status, method of classifying the status of a body of surface water, as well as 
environmental quality standards for priority substances. The ecological status 
was determined by characterising surface water quality for the abiotic 17 type 
(lowland sandy river) of a body of surface water, which is the Trojanka river, 
taking into account the physicochemical elements included in the Regulation. 
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3. Results and discussion 
Analysing the indicators characterising the aerobic conditions, namely the con-
centration of dissolved oxygen, one can conclude that the average values of this 
indicator in the discussed vegetation periods of the analysed extent of time, at 
the inflow of the Przebędowo reservoir and in the reservoir itself were 6.37 and 
6.64 g·dm-3 respectively, and are lower than the requirements of the Regulation 
for water quality class II, for which the limit value is set at 6.80 mg·dm-3. How-
ever, at the outflow of the reservoir, the average content of oxygen dissolved in 
water was 7.57 mg·dm-3 and exceeded the limit for class II. The water flowing 
out from the reservoirs can be classified as water quality class I regarding dis-
solved oxygen concentration (Fig. 3). Nonetheless, the extreme values of the 
discussed indicator were: min. – 4.0 mg·dm-3, and max – 12.8 mg·dm-3 respec-
tively. The analysis of the water in the reservoir shows their good oxygenation. 
Slightly different results were obtained by Bogdał et al. (2015) at the 
Goczałkowice reservoir, where the average values of dissolved oxygen concentra-
tion at the outflow were lower than at the inflow (inflow – 9.51 mg·dm-3; outflow 
– 8.46 mg·dm-3). According to these authors, such results were due to the bloom-
ing of cyanobacteria. 

 

  
Fig. 3. The content of dissolved oxygen and biochemical oxygen demand 5  
in the Trojanka river and the Przebędowo reservoir on the three measurement points, 
during the growing seasons 2016-2018 (average values of indicators) 

 
The analysis of the second indicator characterising aerobic conditions, 

which is BOD5, allowed to determine that in the discussed period its values at 
the inflow ranged from 0.4 to 6.01 mg·dm-3, and the average was 2.96 mg·dm-3, 
which classifies it as the water quality class I. 2). The quality of waters below 
the reservoir deteriorated, the value of BOD5 ranged from 0.4 to 12.4 mg·dm-3, 
and the average was 3.86 mg·dm-3, which, concerning the analysed growing 
seasons, would classify it as the water quality class II. Similar values were ob-
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tained by J. Kanclerz et al. (2014) on the Stare Miasto reservoir. There, the wa-
ters on the inflow were also classified according to BOD5, as water quality class 
I, while after flowing through the reservoir, the water quality deteriorated and 
was also classified as water quality class II. 

In general, one can state that the load of organic matter in the Trojanka 
river and the analysed reservoir that influence oxygen consumption in the self-
purification process was irregular. 

The results of research conducted in the laboratory and its analysis 
proved that waters at all three measure points (P1, P2, P3) had a slightly alka-
line pH, with the average of P1 = 8.48; P2 = 8.59; P3 = 8.52 respectively, which 
classified those as water quality class III-V (Fig. 4). The results obtained were 
consistent with the results of Kanclerz et al. (2014) on Stare Miasto reservoir, 
where the authors also found a slightly alkaline pH of the waters of the Powa 
river (the average pH was 8.3), however, according to then binding Regulation 
of 2011, the waters of the Powa river were classified as water quality class I  
– of very good quality. Currently, for water quality class I and II, the pH values 
should be between 7.0 and 7.9. 

 

 
Fig. 4. The pH in the waters of Trojanka river and the Przebędowo reservoir at three 
measurement points, during the growing seasons 2016-2018 (average values  
of indicators) 

 
The analysis of indicators characterising salinity of water in the afore-

mentioned measurement points showed that the average values of calcium in the 
water during the growing seasons in years 2016-2018 were very similar to each 
other: inflow – 111.33 mg·dm-3; reservoir – 108.0 mg·dm-3 and outflow – 110.11 
mg·dm-3 (Fig. 5) and, according to the Regulation, exceeded values necessary for 
classification as water quality class II. 

Also, no major differences were found in the values of chlorides be-
tween the measuring points analysed. The average value of these elements in the 
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analysed years was: at the inflow 34.72 mg·dm-3; in the reservoir 35.14 mg·dm-3 
and at the outflow 39.86 mg·dm-3 (Fig. 5) and according to the Regulation,  
exceeded the value necessary for classification as water quality class II which is 
33.7 mg·dm-3. Based on the obtained results, the quality of water was classified as 
class III-V. 

In the research conducted by Przybyła et al. (2014) on the Jutrosin res-
ervoir, the authors obtained slightly better results in relation to the aforemen-
tioned indications, as the concentration of chlorides allowed to classify the qual-
ity of water as class I and the concentration of calcium allowed to classify the 
quality of water as class II. 

 

  

  
Fig. 5. The content of calcium, chlorides and sulphates (VI) in the waters of Trojanka 
river and the Przebędowo reservoir at three measurement points, during the growing 
seasons 2016-2018 (average values of indicators) 

 
The analysis of another indicator characterising salinity of water, i.e. sul-

phates (VI) proved that, in the discussed period, the lowest values of 78.19 mg·dm-3 
were recorded in the reservoir, while at the inflow and the outflow from the res-
ervoir values were 81.48 mg·dm-3 and 85.59 mg·dm-3 respectively (Table 1). 
The obtained results allowed to classify those waters, in respect of the content 
of sulphates, as water quality class III-V. The average values of this indicator 
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were: P1 – 115.4 mg·dm-3; P2 – 111.85 mg·dm-3; P3 – 113.39 mg·dm-3. Accord-
ing to the Regulation, the limit value for classification as water quality class III-V 
is 57 mg·dm-3 (Fig. 5). 

 
Table 1. Minimum, maximum, average and median of the physico-chemical indicators 
in the measurement points in the Trojanka river during the growing seasons 2016-2018 

Indicator 
Control and measurement points 

Inflow (P1) Reservoir (P2) Outflow (P3) 
/1/ /2/ /3/ /4/ 

Dissolved oxygen  
DO (mg O2  · dm-3) 

4.4-10 
6.37 (6.10) 

1.2-13.6 
6.64 (6.32) 

4.0-12.8 
7.57 (6.81) 

Biochemical oxygen 
demand, BOD5  
(mg O2 · dm-3) 

0.4-6.01 
2.96 (2.65) 

0.4-7.62 
2.79 (2.28) 

0.4-12.4 
3.86 (3.11) 

Acidification  
(pH) 

6.78-9.66 
8.48 (8.75) 

7.12-9.54 
8.59 (8.75) 

7.32-9.17 
8.52 (8.68) 

Calcium  
Ca (mg · dm-3) 

84.0-140.0 
111.33 (116.0) 

76.0-140.0 
108.0 (108.0) 

88.0-140.0 
110.11 (110.0) 

Magnesium  
Mg (mg · dm-3) 

4.86-21.89 
13.78 (14.59) 

7.30-19.46 
13.24 (12.16) 

9.73-24.32 
14.59 (13.38) 

Chlorides  
Cl (mg · dm-3) 

20.0-45.0 
34.72 (35.0) 

20.0-50.0 
35.14 (35.0) 

30.0-60.0 
39.86 (40.0) 

Nitrate nitrogen (V)  
N-NO3 (mg · dm-3) 

0.02-7.6 
1.49 (1.05) 

0.02-4.1 
1.06 (0.9) 

0.02-3.4 
1.01 (0.85) 

Nitrate nitrogen (III)  
N-NO2 (mg · dm-3) 

0.005-0.09 
0.05 (0.05) 

0.005-0.15 
0.03 (0.025) 

0.01-0.09 
0.04 (0.02) 

Ammoniacal nitrogen  
N-NH4 (mg · dm-3) 

0.01-0.15 
0.04 (0.04) 

0.01-0.12 
0.03 (0.01) 

0.01-0.14 
0.04 (0.01) 

Sulphates (VI)  
SO4

2- (mg · dm-3) 
81.48-145.26 

115.4 (123.45) 
78.19-145.67 

111.85 (114.5) 
85.59-140.32 

113.39 (118.51) 

Phosphate (V)  
P-PO4 (mg · dm-3) 

0.01-0.25 
0.08 (0.05) 

0.01-0.34 
0.08 (0.02) 

0.01-0.38 
0.10 (0.07) 

Electrolytic conductivity 
EC (μS · cm-1) 

402.0-714.0 
565.22 (555.0) 

426.0-674.0 
519.22 (514.0) 

447.0-725.0 
556.94 (548.5) 
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In the research of Bogdała et al. (2015) on the Goczałkowice reservoir, 
the authors obtained results allowing them to classify the water, in respect to the 
average or even maximum values of content sulphates as water quality class I. It 
may have resulted from the fact that, unlike Przebędowo reservoir, in the 
catchment of Goczałkowice reservoir, there are no arable lands as well as the 
parts of the area surrounding it is the protected area of Natura 2000. 

The analyses carried out on another crucial indicator of salinity of wa-
ter, which is the content of magnesium, showed that at each measurement point 
both minimum and average values of magnesium were at a low level during the 
test period which allows to classify the water quality as class I. However, by 
analysing the results, one might conclude that the values of magnesium in-
creased with the flow of water between the points. The lowest value above the 
reservoir was 4.86 mg·dm-3, and in the reservoir itself 7.30 mg·dm -3. At the out-
flow, the lowest value was 9.73 mg·dm-3. The maximum values were as follows: 
inflow 21.89 mg·dm -3, reservoir 19.46 mg·dm -3, outflow 24.32 mg·dm -3 (Table 
1). The average values were: inflow13.78 mg·dm-3, reservoir 13.24 mg·dm-3, 
outflow 14.59 mg·dm-3 (Fig. 6). It should be noted that, according to the Regula-
tion, the limit value for classifying as water quality class I is 18.4 mg·dm-3. 

The last analysed indicator that measures salinity was the electrolytic 
conductivity. During the research, it ranged from 402 to 714 µS·cm-1 for the 
waters at the inflow of the Przebędowo reservoir and from 426 to 674 µS·cm-1 
for the waters stored in the reservoir and from 447 to 725 µS·cm-1 for the waters 
at the outflow of the reservoir (Table 1). It was found that the average values of 
electrolytic conductivity at the analysed measurement points allow to classify 
the waters at the inflow as water quality class II, the waters in the reservoir as 
class I and the waters at the outflow as class II (Fig. 5). 

Such a tendency of fluctuation of average values of electrolytic conductivi-
ty, and consequently, convergent results, were also obtained by Kozłowski et al. 
(2017), at the Cedzyna reservoir on the Lubrzanka river. On the mentioned reser-
voir, the average values were: inflow – 272 µS·cm-1; reservoir – 222.9 µS·cm-1; 
outflow – 229.4 µS·cm-1. 

The last group of analysed physico-chemical indicators is that charac-
terising biogenic conditions. 

The first analysed indicator in this group of compounds were phos-
phates. According to Pawełek et al. (2005), the presence of these compounds in 
the surface water is due to the soil erosion, sewage inflow, dissolution of all 
kinds of minerals as well as precipitation.  
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Fig. 6. The content of magnesium and specific electrolytic conductivity in the waters of 
the Trojanka river and the Przebędowo reservoir at three measurement points, during 
the growing seasons 2016-2018 (average values of indicators) 

 
Average phosphate values at the inflow of the Przebędowo reservoir 

and in the reservoir itself were 0.08 mg·dm-3, while at the outflow 0.10 mg·dm-3 
(Fig. 7). Average phosphate values for the water samples tested during the re-
search period are within the limit value defined by the Regulation for water 
quality class II, i.e. between 0.065 mg·dm-3, and 0.101 mg·dm-3. The highest 
(maximum) values for the individual measurement points were: at the inflow 
0.25 mg·dm-3, in the reservoir – 0.34 mg·dm-3 at the outflow 0.38 mg·dm-3 . 

Slightly higher values of phosphate were obtained by Pawełek et al. 
(2008) at the inflow of the Dobczycki reservoir. In their research, the authors 
analysed the concentration of biogenic compounds in the water of the streams 
flowing into the reservoir. Average phosphate values for the Dębnik and Wolni-
ca tributaries were 0.136 mg·dm-3 and 0.142 mg·dm-3. 

Another analysed indicator characterising biogenic conditions was ni-
trate nitrogen (V). It is a form of nitrogen that is not bound by sorbent soil and 
therefore is easily washed out. During the research, the average values of the ana-
lysed indicator above, below and in the reservoir itself were: P1 – 1.49 mg·dm-3;  
P2 – 1.06 mg·dm-3; P3 – 1.01 mg·dm-3, which allowed to classify this water, regard-
ing this parameter, as class I (Fig. 7). According to the regulation, the limit value 
for water quality class I for nitrate nitrogen (V) is 2.2 mg·dm-3. 

The results obtained regarding nitrate nitrogen (V) were largely compa-
rable to the results of Kanclerz et al. (2010) obtained from the Stare Miasto 
reservoir, where the average values of the discussed indicator were also within 
the limit value of water quality class I. 

Indicators characterising ammoniacal nitrogen constitute an important 
element of assessing the quality of water in reservoirs which catchments are 
used for agricultural purposes. According to the Regulation, the limit value for 
the water quality class I for the aforementioned indicator is 0.25 mg·dm-3. In the 
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analysed period, on the reservoir in question, the maximum values did not exceed 
this limit and were: at the inflow – 0.15 mg·dm-3, in the reservoir – 0.12 mg·dm-3, 
at the outflow – 0.14 mg·dm-3 (Table 1). Average values of ammoniacal nitrogen: 
P1 – 0.04 mg·dm-3; P2 – 0.03 mg·dm-3; P3 – 0.04 mg·dm-3 (Fig. 7). 

 

  

  
Fig. 7. The content of phosphate (V), nitrate nitrogen (V), ammoniacal nitrogen and 
nitrate nitrogen (III) in the waters of the Trojanka river and the Przebędowo reservoir at 
three measurement points, during the growing seasons 2016-2018 (average values of 
indicators) 

 
Similar results were obtained by Szczykowska (2013), during the analy-

sis of the water quality of the Koryncin reservoir. Ammoniacal nitrogen concen-
tration was relatively low and allowed to classify this as water quality class I. 
However, the author emphasized that during the winter period, the values of this 
indicator might be increased, which is largely due to the intake of water from 
under the ice layer, when processes of ammonification of organic matter of 
sediments take place. Nonetheless, the observed increase in the value of ammo-
niacal nitrogen in the spring period might be related to the slopewash in the 
indirect and direct area of the catchment of the reservoir. 
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The last analysed indicator was nitrate nitrogen (III). The results ob-
tained in the research period showed that the values of the indicator ranged from 
0.005 to 0.9 mg·dm-3 concerning the waters at the inflow of the Przebędowo 
reservoir, from 0.005 to 0.15 mg·dm-3 concerning the waters stored in the reser-
voir and from 0.01 to 0.09 mg·dm-3 concerning the waters at the outflow of the 
reservoir (Table 1). The average values for individual measurement points were: 
P1 – 0.05 mg·dm-3; P2 – 0.03 mg·dm-3; P3 – 0.04 mg·dm-3. According to the 
Regulation, the obtained results of the average concentration of the analysed 
indicator allow to classify these waters as water quality class III-V. 

Analysing the average values of nitrate nitrogen (III) it was found that 
the value of the indicator in the reservoir itself is lower than in the waters at the 
inflow and the outflow. These results are consistent with the ones of Wiatkow-
ski (2008) obtained on the Młyny reservoir on the Julianpolka river in which the 
author determined that the average values of this indicator were lower in the 
reservoir itself than in the waters at the inflow and the outflow. 

Statistical analysis performed with the Mann-Whitney U test showed 
that the values of the two examined indicators differed significantly between the 
measurement and control points (Table 2). Statistically higher values of dis-
solved oxygen in water and chlorides were found in point 1 (inflow) compared 
to point 3 (outflow). 

 
Table 2. Importance of the water indicators’ values between the measuring-control 
points P1 and P3 of the Przebędowo Reservoir – Mann-Whitney’s nonparametric test* 

Index Unit 
Median of sample points 

Test probability, p Inflow 
(P1) 

Outflow 
(P3) 

Dissolved oxygen 
DO (mg O2  · dm-3) 6.10 6.81 0.037 

Biochemical oxygen demand 
BOD5 (mg O2 · dm-3) 2.65 3.11 0.734 

Acidification pH 8.75 8.68 0.518 

Calcium 
Ca (mg · dm-3) 116.00 110.00 0.786 

Magnesium 
Mg (mg · dm-3) 14.59 13.38 0.738 

Chlorides 
Cl (mg · dm-3) 35.00 40.00 0.020 
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Table 2. cont. 

Index Unit 
Median of sample points 

Test probability, p Inflow 
(P1) 

Outflow 
(P3) 

Nitrate nitrogen (V)  
N-NO3 (mg · dm-3) 1.05 0.85 0.459 

Nitrate nitrogen (III)  
N-NO2 (mg · dm-3) 0.05 0.02 0.387 

Ammoniacal nitrogen  
N-NH4 (mg · dm-3) 0.04 0.01 0.462 

Sulphates (VI) 
SO42- (mg · dm-3) 123.45 118.51 0.707 

Phosphate (V) 
P-PO4 (mg · dm-3) 0.05 0.07 0.653 

Electrolytic conductivity 
EC (μS · cm-1) 555.00 548.50 0.460 

*Statistical values in red mean statistically significant differences at p < 0.05 

4. Conclusions 
1. The research has shown that the parameters characterising aerobic conditions 

and biogenic conditions with the exception of nitrate nitrogen (III) meet the 
requirements necessary to classify this reservoir as water quality class II. 
However, other elements, indicators of salinity and acidification do not meet 
the requirements necessary to classify this reservoir as water quality class II. 
Based on the analysis of average values of physico-chemical parameters, the 
ecological status of the Trojanka river at the inflow and the outflow of the 
reservoir does not meet the requirements necessary to classify it as water 
quality class II. Therefore, the ecological status of the waters of the Trojanka 
river was classified as below good. 

2. Out of 12 tested physicochemical indicators of the Trojanka river water, the 
values of only 2 indices were statistically higher at the outflow from the res-
ervoir. 

3. Based on the conducted research, a great influence of the reservoir was 
proven, especially in the context of the concentration of dissolved oxygen at 
the outflow, where, concerning this indicator, the reservoir was classified as 
water quality class I. This situation might be influenced by located on the 
reservoir discharge and spillway structure with damming height of 3.8 m, 
which makes the oxygenation process more intensive. 

  



The Influence of the Przebędowo Reservoir… 165
 

4. The Przebędowo reservoir is a new one as it was commissioned in Novem-
ber 2014. Also, its ecosystem does not yet have its internal mechanisms that 
transform the excess of the biogenic compounds. This makes the reservoir 
susceptible to water quality fluctuations. Over the years one can expect the 
quality parameters to be better. 
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Abstract: The objective of the study was to characterize the mycological quality 
of air at animal veterinary practice in Krakow. Bioaerosol measurements were 
performed during the summer season of 2017. The samples of outdoor and indoor 
air at animal veterinary practice were collected using a 6-stage Andersen`s air 
sampler. The highest concentration of fungal aerosol was observed in the 
treatment room. The analysis showed various fungal contamination in different 
measuring points at different measuring times of the day. Based on the analysis of 
bioaerosol particle size distribution it was found that the largest "load" of fungi, 
isolated form the air, can reach (in the human respiratory tract) to the region of the 
throat, trachei and primary bronchi. The predominant fungi in indoor air was 
Penicillium spp. and Cladosporium cladosporoides. Fungi that can cause 
dermatophytoses have also been isolated from indoor air: Microsporum canis and 
Trichophyton verrucosum. The study confirmed that the animal veterinary 
practice can be a workplace related to exposure to microbial agents. 
Keywords: bioaerosol, fungi, air quality, animal veterinary practice 

1. Introduction 
In recent years, people spend between 80-95% of their time indoors. It should 
be emphasized that indoor air quality is one of the most significant factors af-
fecting the human health. One of the biotic contaminants of air are fragments of 
fungal mycelia and fungal spores. Biological particles can be released into the 
air from any natural or non-natural surfaces. Fungi can get into the atmosphere 
from plant and soil, due to wind or thermal convection processes or after emis-
sions from natural water reservoirs. Human activity also has a big impact on the 
qualitative and quantitative composition of the biological aerosol (Bowers et al. 
2012, Polymenakou 2012). The main source of fungi in indoor air are living 
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organisms: people, animals, plants, as well as construction materials in build-
ings or external air getting inside the rooms. The penetration of atmospheric air 
into the rooms of the building is the main process that causes biological contam-
ination of this environment with fungal spores (Chmiel et al. 2015, Małecka-
Adamowicz et al. 2019). 

Fungi that are part of bioaerosols can’t grow during airborne transport 
but they are able to survive in the air for some time – it depends on their proper-
ties or environmental conditions  (eg. access to nutrients, physical and chemical 
factors of environmental stress, the particle size – the small components of bio-
aerosol retain their viability in the environment longer than larger microbes). 
Fungal spores can survive in the air for a long time, when the most sensitive, 
vegetative forms of bacteria die quickly (Gatchalian et al. 2010, Menetrez et al. 
2010, Puspita et al. 2012, Galperin & Yutin 2013).  

The fungi present in the air can cause adverse health effects like irrita-
tions, infections, allergies, and serious toxic effects. In addition, a large number 
of fungi produce mycotoxins (secondary metabolites) and can affect human 
health (Thorne et al.1992, Kalogerakis et al. 2005, Ajoudanifar et al. 2011, Bre-
za-Boruta 2015, Frączek et al. 2018). Biological factors can be a serious prob-
lem of occupational medicine and public health, and exposure to biological 
factors is related to specific professions. Environment of veterinary institutions 
and carrying out duties by vet or veterinary technician are considered to be re-
lated to exposure to harmful biological agents (Harper et al. 2013, Rim & Lim 
2014, Grzyb & Pawlak 2020). Especially, direct contact between veterinarians 
and diagnosed animals is associated with the risk of biological contamination. 
In veterinary practice, not only animals are sources of microorganism contami-
nation, but also people or the components of the indoor environment (Sitkowska 
et al. 2015). 

Due to the fact that the microbiological quality of air is a very important 
factor in the workplace, the aim of this study was to characterize this property 
of air at the animal veterinary practice based on the number and species compo-
sition of the fungal population. 

2. Materials and methods 
The study was carried out in the summer of 2017 at the premises of the animal 
veterinary practice in Krakow (Poland). The veterinary practice takes care of 
pets, mainly dogs and cats. The samples of air were collected in two series, in 
duplicate at four measuring points. The selected rooms were those in which 
animals were housed or through which there was a regular flow of animals on 
a daily basis (treatment room – with a volume of 40 m3 of air, a room with cag-
es in which animals are housed after treatments – 30 m3 of air, and waiting 
room – 36 m3 of air) inside the building. During the measurements there were 
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two dogs in the room with cages (every time). Air samples were collected be-
fore opening, five hours after opening (half of the working time of the veteri-
nary practice) and after the veterinary practice work. Five hours after opening, 
there were a total of five animals in the building (two dogs in the waiting room 
with the owners – two people, one dog in the treatment room with the owner – 
one person, and two dogs in the room with cages – without the owners). There 
are two vets working in the veterinary practice on a daily basis. All studied 
rooms were naturally ventilated. Also, the gravity ventilation in the building 
was efficient.  

Additionally, the air samples were collected at a point situated outside 
the building (as the “background”). The air samples were collected using a six-
stage Andersen cascade sampler (model 10-710, Graseby-Andersen, Inc., Atlan-
ta, GA). The sampler was placed at a height of 1.5 m above the floor or ground 
(outdoor measurements) to simulate the aspiration from the human breathing 
zone. A 5-minute sampling period and the flow rate of 28.3 dm3·min-1 were 
applied for the collection of air samples. Fungi were collected on malt extract 
agar (MEA LAB-AGARTM, BioMaxima, Poland). During sampling, the air 
temperature and relative humidity were measured using a hygrometer Kestrel 
4000. The MEA plates were incubated for 4 days at 30°C, then 4 days at 22°C. 
The prolonged incubation of samples for culturing of fungi enables the growth 
of slowly growing strains at a lower temperature range. After incubation, the 
fungal colonies were counted. The concentration of fungal aerosol was calculat-
ed as the number of colony forming units per cubic meter of air (cfu·m-3).  

Due to the specificity of the studied environment, isolated fungal strains 
were identified on the basis of macroscopic and microscopic features using 
diagnostic keys and, finally, by the mass spectroscopy (MALDI TOF MS), us-
ing laser desorption/ionization, with matrix-assisted and time-of-flight analyzer, 
by using MALDI Biotyper analyzer (Bruker).  

The results were statistically analysed using Statistica 13.1 (StatSoft, 
Inc., Tulsa, OK, USA). The collected data was characterized by non-parametric 
distribution (Shapiro-Wilk test). The significance of differences between means 
was verified by the Kruskal-Wallis test. The results showing the effect of mi-
croclimatic parameters (temperature and relative humidity) on the prevalence of 
airborne microorganisms were evaluated using the R coefficient of the Spear-
man’s correlation. 

3. Results 
The concentrations of fungal aerosol are presented in Table 1 and Table 2. Con-
centrations of fungi in the studied premises ranged from 1052 to 2739 cfu·m-3. 
The results showed that the average highest concentration of fungal aerosol was 
observed in the treatment room and the lowest concentration was observed in 
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the room with cages. The statistical analysis showed a significant differences in 
the concentrations of fungal aerosol between the treatment room and room with 
cages (Kruskal-Wallis test). Also, the statistical analysis showed a significant 
differences in the concentrations of fungal aerosol between the treatment room 
and outdoor air. The concentrations of fungal aerosol in room with cages were 
higher than in the outdoor air, but the differences between them were not statis-
tically significant. There were no statistical significant differences in the con-
centration of fungi between treatment room and waiting room. Concentration of 
fungal aerosol was significantly higher in the waiting room than in the room 
with cages. 
 
Table 1. Fungal aerosol concentrations (cfu·m-3) at animal veterinary practice 
and outdoor air 

Environment 
Fungi concentration 

Range Median 

Indoor air 

Treatment room 1052-2739 2306 

Room with cages 1203-1944 1463 

Waiting room 1626-2500 2055 

Outdoor air 1184-1370 1277 
 
Table 2. Average fungal aerosol concentration (cfu·m-3, ±SD) in indoor air at animal 
veterinary practice including the time of measurement 

Measuring time Measuring point Fungi concentration 

Before opening 

Treatment room 1264 ±299 

Room with cages 1296 ±131 

Waiting room 2160 ±481 

Five hours after opening 

Treatment room 2576 ±231 

Room with cages 1428 ±156 

Waiting room 2055 ±107 

After work 

Treatment room 2439 ±337 

Room with cages 1812 ±187 

Waiting room 1980 ±500 
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Results of microclimate parameters measurments are presented in Table 3.  
By using a 6-stage Andersen’s air sampler, it was possibile to get in-

formation about the size distribution of air fungal biota in the investigated 
measuring points at the animal veterinary practice (Figure 1). Based on the 
analysis of fungal aerosol particle size distribution it was found that in all inves-
tigated rooms the fungi concentration had a maximum value mainly in a range 
of diameters 3.3-7.0 µm.  

 
Table 3. Temperature and relative humidity of indoor and outdoor air at animal 
veterinary practice 
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Fig. 1. The size distribution of fungal aerosol inside and outside the animal veterinary 
practice 

Environment Temperature [oC] Relative humidity [%] 

Indoor air 

Treatment room 
Range Median Range Median 

22.5-24.1 23.6 52.5-64.5 60.7 

Room with cages 22.7-22.9 22.7 54.5-62.3 60.9 

Waiting room 22.5-25.7 23.2 49.2-59.1 57.0 

Outdoor air 20.2-21.8 20.7 50.3-62.6 58.2 
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The percentage shares of identified fungi in the examined veterinary 
practice and outdoor air are presented in Table 4.  

 
Table 4. Species of fungi (%) isolated from the air at the studied animal veterinary 
practice: indoor and outdoor air 

Environment Species of fungi Fraction [%] 

Indoor air 

Penicillium spp. 44.85 
Penicillium pinophilum 1.21 

Penicillium chrysogenum 3.75 
Cladosporium cladosporoides 14.21 

Alternaria alternata 2.53 
Alternaria spp. 1.21 
Fusarium spp. 2.05 

Scopulariopsis brevicaulis 4.05 
Aspergillus sydowii 4.80 
Aspergillus clavatus 0.05 

Aspergillus niger 0.05 
Aspergillus fumigatus 0.19 
Microsporum canis 9.05 

Rhizopus spp. 2.05 
Acremonium strictum 4.70 

Trichophyton verrucosum 4.85 
Ulocladium spp. 0.40 

Outdoor air 

Penicillium spp. 26.15 
Penicillium digitatum 4.60 

Penicillium chrysogenum 4.80 
Cladosporium cladosporoides 19.85 

Aspergillus spp. 13.95 
Scopulariopsis brevicaulis 7.55 

Alternaria alternata 9.10 
Fusarium spp. 9.55 
Rhizopus spp. 4.45 
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4. Discussion 
Due to the specificity of work, veterinary staff come in contact with microor-
ganisms present on the skin, mucous membrane or animal hair. Veterinarians 
and veterinary technicians can also be exposed to other infectious factors (e.g. 
animal excreta and body fluids). Occupational exposure to zoonotic diseases is 
a risk in veterinary medicine (Weese et al. 2002, Sitkowska et al. 2015). In these 
studies an assessment of the mycological quality of air in animal veterinary 
practice was made. Concentrations of fungi in the studied premises ranged from 
1052 to 2739 cfu·m-3. The obtained results of indoor measurements of fungal 
aerosol concentrations were compared with the Polish proposals for threshold 
limit values, which are 5·103 cfu·m-3 for fungi in indoor and outdoor environ-
ments. It was found that the average concentrations of fungi obtained in this 
study (Figure 2) were lower than reference values for fungi concentrations in 
residential and public buildings recommended by the Polish Panel of Experts of 
Biological Factors (Górny 2010). There are a few available works describing 
the problem of microbiological contamination of air at small animal veterinary 
clinics, veterinary hospitals and pet stores, where similar values of fungal aero-
sol concentration have been observed – the mean concentration of fungal aero-
sol in that types of facilities was 700 to 8068 cfu·m-3 (Jo & Kang 2006, Bulski 
2017, Bulski & Korta-Pepłowska 2017, Chen et al. 2017).  

In indoor air,  total of 17 species of fungi have been identified. The pre-
dominant fungi was Penicillium spp. and Cladosporium cladosporoides. Fungi 
that can cause dermatophytoses have also been isolated from indoor air: Micro-
sporum canis and Trichophyton verrucosum. From the outdoor air, 9 fungal 
species were isolated. The predominant fungi in outdoor air was Penicillium 
spp., Cladosporium cladosporoides and Aspergillus spp. The fungal genera and 
species identified in this research mostly are associated with allergic respiratory 
diseases (especially in people with impaired immune systems); some of them 
can be a source of polysaccharides such as the β(1→3)-glucans (e.g. 
Cladosporium spp., Alternaria spp.). Some of fungi species, isolated from in-
door air at veterinary practice, are important producers of mycotoxins, second-
ary metabolites, with neurotoxic and carcinogenic properties (e.g. A. niger, 
A. clavatus) (Pitt 2000). In tested air, the presence of Microsporum canis and 
Trichophyton verrucosum was found. M. canis, a species widespread through-
out the world, it is characterized by a significant degree of adaptation to various 
animal species and a wide range of pathogenicity. It causes a dermatophytoses, 
especially in cats or dogs and can be dangerous for people by causing mycosis 
of skin of head (Wawrzkiewicz et al. 1994). T. verrucosum is a dermatophyte 
largely responsible for fungal skin disease in dogs. Infection to humans is large-
ly zoonotic and can cause the scalp ringworm. The majority of infections are 
occupational, and this includes veterinarians and veterinary technicians (Kane 
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et al. 1997). According to other authors, the fungi that occurred most frequently 
in the veterinary hospitals or other veterinary facilities were Coriolopsis spp. 
and Microporus spp. (Chen et al. 2017). People working in this type of envi-
ronment are most often exposed to dermatologic diseases caused by Micro-
sporum spp., Trichophyton spp., and Blastomyces dermatitidis (Weese et al. 
2002). The species of microscopic fungi isolated from the air in this study (As-
pergillus fumigatus, Microsporum canis, and Trichophyton verrucosum) belong 
to the second risk group according to the list of harmful biological agents in the 
work environment (may cause disease in humans, can be dangerous to employ-
ees, but their spread in the human population is unlikely; usually, there are ef-
fective methods of prevention or treatment) (Regulation of the Polish Minister 
of Health, 2005). 
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Fig. 2. Average concentration of fungi (cfu·m-3, ±SD)  in outdoor and indoor air at 
animal veterinary practice 

 
The results showed various fungal contamination in different measuring 

points at different measuring times of the day, what could have been caused by 
the changes in the number of clients, animals or activities performed at veteri-
nary practice. Based on the results of this study it was found that the largest 
"load" of fungi, isolated from the air, can reach (in the human respiratory tract) 
to the region of the throat, trachei and primary bronchi (Owen & Ensor 1992). 
This is necessary and important information for the assessment of the effects of 
biological aerosols on the human body – the place of deposition of a harmful 
biological factors determines the type of adverse health effect. Microclimate 
conditions may affect the number of microorganisms and their spread in the air 
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(Li & Kendrick 1995, Katial et al. 1997). Analysis of the impact of the tempera-
ture and relative humidity on the observed fungal aerosol showed a significant 
correlation between the concentration of fungi and temperature (R = -0.73,  
p < 0.05) and relative humidity (R = 0.77, p < 0.05).  

The analysis showed that the higher concentration of fungi in the stud-
ied rooms was observed in the treatment room five hours after opening and the 
lowest concentration was observed in the treatment room before opening. The 
analysis showed that there were significant differences in the concentration of 
fungi in treatment room taking into account the measuring time – before open-
ing and five hours after opening/after work, but there were no significant differ-
ences in concentration of fungi in treatment room five hours after opening and 
after work. There were no significant differences in concentration of fungal 
aerosol in other measuring points taking into account the measuring time. 

5. Conclusions 
Concentrations of fungal aerosol between the internal studied rooms at the veteri-
nary practice were significantly different and were always lower than 2740 cfu·m-3. 
The highest concentrations of fungi in the studied rooms were observed in the 
treatment room five hours after opening the veterinary practice. However, the 
results of this study showed the possible biological risks for the veterinary 
workers or clients of animal veterinary practice. Although the concentrations of 
fungi did not exceed the Polish limit values for fungal aerosol, it was found that 
among the detected fungi pathogenic species as: Microsporum canis and Tri-
chophyton verrucosum were present. The presence of pathogenic microorgan-
isms and prolonged exposure can create a health risk for allergic symptoms or 
dermatophytoses in veterinary staff. To protect people from occupational inju-
ries, causes by biological factors, it is recommended to maintenance proper 
disinfection and sterilization procedures in workplaces where animals need 
adequate medical care. Also, there should be introduced a high-performance 
mechanical ventilation or air conditioning system, providing the appropriate mi-
crobiological quality of air. Monitoring the quality of air is also very important for 
assessment of the exposure to potentially pathogenic microorganisms. 
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Abstract: Quarterly water consumption data collected in a small water supply 
system were used for elaboration of a new water consumption modeling approach. 
In this paper, multi-distribution statistical analysis was performed. As the 
Anderson-Darling test proved, at least a half out of the ten tested theoretical 
probability distributions can be used for description of the water consumption. 
The application of the PWRMSE criterion made it possible to determine, which of 
the tested theoretical distributions is the best-fitted to the empirical data set. In the 
case of total daily water consumption for the group of the households, it was 
Johnson distribution, whereas for the average daily water consumption per capita, 
it was GEV distribution. Based on the best-fitted probability distribution, a 25-
year water consumption simulation with the Monte Carlo method was conducted. 
Because methodology of this study is based on the probability distributions, even 
if the type of theoretical distribution of the water consumption will change, it will 
be still possible to use this simulation method by assuming the other distribution. 
Keywords: water supply system, water consumption,  
modeling, probability distribution 
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1. Introduction 
Rational water resources management and at the same time, providing the re-
quired drinking water quantity, is not easy task for the water supply service enti-
ties. It must be stressed that during water supply systems planning and designing, 
the first steps tending towards the rational water management should be taken; 
otherwise, this can result in the future in some operation and maintenance prob-
lems. In the case of the undersized water pipelines, high water velocity causes 
increased water flow resistances. This contributes to decrease the water pressure 
at the point of use below the required level; sometimes, it can result in a lack of 
the water in some water network areas. On the other hand, water pipes oversizing 
causes decrease in water flow velocity and thus, water retention time in the net-
work is extend. Because under such conditions deposits are accumulated, besides 
the hydraulic resistances growth, there is a risk of a secondary water contamina-
tion. In order to avoid these problems, water network operators must provide their 
proper maintenance by regular pipelines’ flushing and disinfection. 

Currently, it is observed that many water supply systems are oversized. 
This is the result of some past activities, while the water pipelines were de-
signed for the greater water demand than the required now. Although the water 
consumption in households depends on many factors and therefore, some dif-
ferences between them may be observed (Pasela & Gorączko 2013, Sikora et al. 
2006), in general, both in Poland (Gorączko & Pasela 2015, Pawełek 2015; 
2016) and in many other countries (Baldino & Sauri 2018, Barraqué et al. 2011, 
Cahill & Lund 2013, Donnelly & Cooley 2015, Sauri 2019, Schleich & Hillen-
brand 2009), decrease in water consumption is noted. This results in maladjust-
ment of some technical parameters of the existing pipelines to the amount of the 
transported water. Decrease in water consumption is mainly due to the growth 
of the price for water supply and sewage disposal. In addition, common access 
to the water-saving devices and obligatory water meters installation make it 
easy to control the amount of the water used; this encourages tap water users for 
water saving. In order to avoid some operational and maintenance problems, 
water supply facilities should be planned and designed carefully. However as 
Bartkowska (2014), Bergel (2017) and Bergel et al. (2016a; b) suggest, current 
methods for the water demand prediction need to be modified and updated. This 
is because many methods are based on the water consumption indicators elabo-
rated in the past; in many cases, these indicators not reflect an actual water de-
mand properly. This is one of the main reasons of some designing faults, result-
ing in operational problems and high costs of the water supply systems mainte-
nance. In order to verify these problems and identify their reasons, numerous 
studies of water consumption have been conducted for years (Bartkowska 2014, 
Bergel 2017, Bergel et al. 2016a; b, Bergel et al. 2017).  



182 Anna Młyńska et al. 
 

Because this paper is based on the quarterly water consumption, we in-
tended to pay attention to the other literature studies related to the quarterly 
water demand. For example, Batóg and Foryś (2009) proved that only some of 
the tested water consumption variables in residential buildings were character-
ized by seasonal (quarterly) fluctuations. The results presented by Bergel et al. 
(2016a) show some disproportions between the quarterly water consumption in 
the households noted in a four-year period, but these were especially related to 
the water consumption for additional purposes. Finally, Reynaud et al. (2018) 
observed a strong quarterly seasonality of the water consumption in the case of 
single-family water users, in contrast to the multi-family water users. 

Water systems’ modeling in terms of the water consumption is still cur-
rent issue. This is because the use of some statistical tools makes planning the 
new investments easier and provides many technical and financial benefits for 
the operated water supply facilities. For example, the report of the John Re-
search Centre (the European Commission’s in-house science service), contains 
very comprehensive analysis of the water consumption modeling issue in the 28 
countries of the European Union (Reynaud 2015). As some literature studies 
show (Boryczko 2017, Cieżak & Cieżak 2015, Froelich 2015, Huang et al. 
2017, Mombeni et al. 2013, Rathnayaka et al. 2017, Romano & Kapelan 2014, 
Tiwari & Adamowski 2015, Vijai & Sivakumar 2018), different methods are 
studied by many researchers in order to find some mathematical tools that can 
be the best for a reliable water consumption prediction. In the group of known 
methods we can find short-term-, intermediate-term- and long-term prediction 
methods. When it comes to the models, we can consider e.g. temporal extrapo-
lation models, models based on ‘unit water demand’, multivariate statistical 
models, micro-component modeling or estimation based on projections for ur-
banization and land use (House-Peters & Chang 2011, Rinuado 2015).  

As it turns out, there are no literature reports regarding to the water con-
sumption modeling using probability distributions. Although this method should 
be considered as a reliable statistical tool for prediction, it must be noted that 
the assumption of a unique form of the water consumption probability distribu-
tion can be inappropriate; stationary mechanisms for process shaping are sug-
gested then. Because the empirical distributions can be described by many theo-
retical functions, in order to avoid the prediction errors, it is important to select 
the best-fitted one. Considering the above, as part of this paper, elaboration of 
a new approach to the water consumption modeling based on the multi-
distribution analysis was performed. An additional novelty of this paper is ap-
plication of the Peak-Weighted Root Mean Square Error (PWRMSE) for selec-
tion of the best-fitted theoretical distribution. 
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2. Case study 
In this paper, households’ water consumption taken from a small rural water 
supply system located in the Southern Poland (Wołowice village) was tested; as 
part of this study, 34 selected households were analyzed. Because the house-
holds located in the study area are connected to the collective water system and 
they are equipped with toilet, bathroom and local source of hot water, they are 
classified into the fourth group of the standard of water and sewage devices 
equipping. In this case, as the Polish Regulation of the Minister of Infrastructure 
(2002) determines, average standard for water consumption per capita is be-
tween 80 dm3/d (non-sewered areas) and 100 dm3/d (sewered areas). Over the 
research period, each of the tested households was inhabited by one to seven 
persons. Most of the households (68%) were inhabited by two, four and five 
persons, whereas only 17% households were inhabited by one, six and seven 
persons. It must be stressed, although the rural water system was tested, water 
taken from the network was not used for agricultural purposes, but only for 
household purposes; if any additional purposes appeared (e.g. home gardens 
irrigation), own water sources were used. 

3. Materials and methods 
Statistical analysis and modeling was performed based on the water consump-
tion data collected in the 34 selected households between the January 2011 and 
December 2015. Data for analysis refers to the quarterly water consumption and 
were elaborated both for total daily water consumption for the whole group of 
the tested households and for the average daily water consumption per capita.  

At the beginning, preliminary statistical analysis of the water consump-
tion was performed. The values of some descriptive statistics, such as minimum 
(Min), maximum (Max), average (Avg), standard deviation (S), coefficient of 
variation (CV), skewness (Sk) and kurtosis (Kurt) were determined.  

Statistical homogeneity of the water consumption data was examined 
using a non-parametric Kruskal-Wallis test. Investigation of the quarterly data 
series homogeneity consisted in assigning the ranks to the ordered elements in 
all tested samples (quarters); then, the sum of the ranks for each sample was 
determined. If differences between the calculated sums of the ranks were small, 
null hypothesis H0 assuming origination all the samples from the same general 
population was considered as true (samples are homogeneous). A critical region 
of the test was defined by Pearson’s statistic χ2 with k-1 degrees-of-freedom, 
where k is number of the compared samples (Wałęga et al. 2016). For k-1 = 3 
degrees-of-freedom, critical statistic χ2 was 7.518. In this paper, both for total 
daily water consumption for the group of the tested households and for the av-
erage daily water consumption per capita, the Kruskal-Wallis test was also used 
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for investigation of the significance of water consumption differences between 
the quarters. Hypothesis H0 was verified for the significance level α = 0.05. The 
Kruskal-Wallis statistic is described as follow: 𝐻 =  ଵଶ௡(௡ାଵ)∑ோ೔మ௡೔ − 3(𝑛 + 1) (1) 

where: 
H – Kruskal-Wallis statistic, 
n – total number of components for all samples, 
Ri – sum of the ranks in a given sample, 
ni – number of components in a given sample. 

 
Based on the quarterly water consumption observational data series, de-

termination of theoretical distributions that can be used for modeling was made. 
In this paper, Gaussian Mixture Model (GMM), Generalized Extreme Value 
(GEV), Johnson, Weibull, Normal, Log-normal, Half-normal, Triangular, Ray-
leigh and Pareto distribution were tested; these are described as follow: 
 
Gaussian Mixture Model distribution (GMM) (Jaini & Poupart 2016): 𝑓(𝑥) =  ∑ 𝜔௜𝑁(𝜇௜ ,𝛴௜)௡௜ୀଵ  (2) 

Generalized Extreme Value distribution (GEV) (Provost et al. 2018):    𝑓(𝑥) =  ଵఈ ൬1 +  𝜅 ቀ௫ ି క ఈ ቁ൰ି భഉ ି ଵ 𝑒𝑥𝑝 ൭−൬1 +  𝜅 ቀ௫ ି క ఈ ቁ൰ି భഉ൱ ,   𝜅 ≠  0 (3) 

Johnson distribution (Parresol 2003): 𝑓(𝑥) =  ఋ√ଶగ  ఒ(௫ ି క)(క ା ఒ ି ௫) 𝑒𝑥𝑝 ൭− ଵଶ ቆ𝛾 +  𝛿𝑙𝑛 ቀ ௫ ି కక ା ఒ ି ௫ቁቇଶ൱ (4) 

Weibull distribution (Lai 2014): 𝑓(𝑥) = ቀ఑ఈቁ ቀ௫ఈቁ఑ ି ଵ 𝑒𝑥𝑝 ቀ−ቀ௫ఈቁ఑ቁ (5) 

Normal distribution (Papoulis & Pillai 2001): 𝑓(𝑥) =  ଵఙ√ଶగ 𝑒𝑥𝑝 ቀ– ଵଶఙమ (𝑥 –  𝜇)ଶቁ (6) 

Log-normal distribution (Papoulis & Pillai 2001):  𝑓(𝑥) = ଵ௫ఙ√ଶగ 𝑒𝑥𝑝 ቀ– ଵଶఙమ (𝑙𝑛(𝑥) –  𝜇)ଶቁ (7) 
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Half-normal distribution (Bosch-Badia et al. 2020): 𝑓(𝑥) = ට ଶగఙమ 𝑒𝑥𝑝 ቀ– ௫మଶఙమቁ (8) 

Triangular distribution (Forbes et al. 2011): 

𝑓(𝑥) =  ቐ ଶ(௫ ି ௔)(௕ ି ௔)(௠ ି ௔)     𝑓𝑜𝑟 𝑎 ≤ 𝑥 ≤ 𝑚ଶ(௕ ି ௫)(௕ ି ௔)(௠ ି ௔)    𝑓𝑜𝑟 𝑚 ≤ 𝑥 ≤ 𝑏  (9)  

Rayleigh distribution (Papoulis & Pillai 2001):  𝑓(𝑥) =  ௫ఙమ 𝑒𝑥𝑝 ቀ−  ௫మଶఙమቁ (10) 

Pareto distribution (Forbes et al. 2011):  𝑓(𝑥) =  ఑ఈഉ௫ഉశభ (11) 

where: 
a – lower limit,  
b – upper limit,  
i – number of ordered data, 
m – mode, 
N – Gaussian distribution, 
n – number of components,  
α – scale parameter,  
γ, δ, κ – shape parameters, 
λ – range parameter, 
μ – mean, 
ξ – location parameter, 
Σ – covariance matrix, 
σ – standard deviation,  
ω – mixture weight such that Σ௜ୀଵ௡ ωi = 1.  
 

The assessment of theoretical and empirical water consumption distri-
butions compatibility was performed using Anderson-Darling test (A-D); for 
this purpose, Equation (12) (Kvam & Vidakovic 2007) was used. Compared 
with other, Anderson-Darling test is considered as better one for assessment of 
the measured and predicted values compatibility (Engmann & Cousineau 2011, 
Islam 2011). Anderson-Darling test statistic is sensitive in the whole distribu-
tion range; thus, this is more likely to identify some differences between distri-
butions. Verification of the A-D test was performed for the significance level of 
α = 0.05 and based on the probability p. This is because critical values of A-D 
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test depend on the type of the tested probability distribution. For the Anderson-
Darling statistic, null hypothesis H0 (data follow a specified distribution) and 
alternative hypothesis H1 (data not follow a specified distribution) must be de-
fined. If the p-value is less than α = 0.05, hypothesis H0 about the data’s com-
patibility with the tested distribution is rejected. Otherwise, i.e. if the p-value is 
greater than α = 0.05, it can be assumed that variables follow a specified distri-
bution and there is no reason to reject a hypothesis H0.  𝐴 − 𝐷 =  − 𝑛 − ∑ (ଶ௜ – ଵ) ௟௡൫ி(௫೔)൯ ା ௟௡ ൫ଵ – ி(௫೙శభష೔)൯௡௡௜ୀଵ  (12) 

where:  
A-D – Anderson-Darling statistic, 
i – number of ordered data, 
n – number of components,  
F – cumulative distribution function. 
 

As part of this paper, the assessment of the best-fitted theoretical and 
empirical distributions was conducted. Although the results of the Anderson-
Darling test (i.e. p-value), also gives a such possibility (the higher p-value, the 
better theoretical distribution fitting), however, Peak-Weighted Root Mean 
Square Error (PWRMSE) method is considered as more precisely one for theo-
retical and empirical distributions fitting. The values of PWRMSE were calcu-
lated based on the Equation (13). The same formula was also used for hydrolog-
ical modeling (Koch & Bene 2013, Młyński et al. 2019, Wałęga 2016). The 
best-fitted theoretical distribution is this one with the lowest PWRMSE value.  

𝑃𝑊𝑅𝑀𝑆𝐸 =  ඨ∑ (௫೔ ି ௬೔)మ ቀೣ೔ శ ഋమഋ ቁ೙೔సభ ௡
  

(13)
 

where:  
PWRMSE – Peak-Weighted Root Mean Square Error,  
i – number of ordered data, 
n – number of components,  
x – measured value,  
y – predicted value,  
μ – mean of measured values. 
 

Water consumption simulation was conducted based on the best-fitted 
theoretical distribution by using a Monte Carlo method. This method is used for 
mathematical modeling of complex processes. Obtained results are presented as 
parameters of a hypothetical population. Based on the created population sam-
ple, it is possible to make a statistical estimation of the tested parameter (Halton 
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1970). Simulation was performed for sample consisted of 100 random variables, 
both in relation to the total daily water consumption for the group of the tested 
households and in relation to the average daily water consumption per capita. 
Assuming that one variable is equivalent to the one quarter of the year, water 
consumption prediction was performed for a 25-year period. As it can be ob-
served, Monte Carlo method has already been used e.g. for the wastewater 
treatment plant reliability modeling (Taheriyoun & Moradinejad 2015) or for 
studies on sewer systems (Ribeiro et al. 2009) and for water demand modeling 
in an office building (Wu et al. 2017). 

4. Results and discussion 
4.1. Preliminary statistical data analysis  
The results of the preliminary statistical data analysis showed that in the each 
quarter of the 2011-2015, for the whole group of the 34 tested households, daily 
water consumption ranged from about 7 500 dm3/d to 11 180 dm3/d, with the 
average value of 10 100 dm3/d. Coefficient of variation (CV = 0.082) indicates 
on small variation of the tested parameter in a five-year period. Calculated 
skewness (Sk = –1.65) indicates on asymmetry of the tested variables around 
the average. In turn, kurtosis greater than zero (Kurt = 3.55), is the result of the 
concentration of the measured values close to the mean value (Fig. 1a, Table 1). 
 

 
Fig. 1. Average daily water consumption for the each quarter of the 2011-2015:  
(a) for the group of the tested households; (b) per capita 
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Based on the calculated coefficient of variation (CV = 0.078) (Table 1), 
it can be stated that the average water consumption per capita was not subjected 
a significant variability. Average daily water consumption per capita for a 2011-
2015 period was 84.1 dm3/d (Fig. 1b), which means that this value was in the 
range of the average water consumption for dwellings from the fourth category 
(80-100 dm3/d), as the Polish Regulation (2002) determines. Kurtosis for the 
asymmetric water consumption distribution (Kurt = 4.90) indicates clearly on 
the concentration of the variables close to the mean value (Table 1). 

 
Table 1. Descriptive statistics for the quarterly water consumption (2011-2015)  

Descriptive  
statistic Unit Total daily water consumption for 

the group of the tested households  
Average daily water  

consumption per capita  

Min 

(dm3/d) 

7 493.5 62.3 
Max 11 178.0 91.9 
Avg 10 111.8 84.1 

S 832.6 6.6 
CV 

(–) 
0.082 0.078 

Sk –1.65 –1.99 
Kurt 3.55 4.90 

where: Min – minimum, Max – maximum, Avg – average, S – standard deviation, CV – coeffi-
cient of variation, Sk – skewness, Kurt – kurtosis. 

4.2. Testing of the quarterly water consumption homogeneity 
The results of the homogeneity testing basis on the Kruskal-Wallis test (Table 
2) proved that there is no reason to reject null hypothesis H0 assuming a homo-
geneity of the tested quarterly data series. Both for total daily water consump-
tion for the group of the tested households and for the average daily water con-
sumption per capita, the values of statistics H were lower than the Pearson’s 
statistic adopted during the determination of the critical region of the test; for 
four compared time series, χ2 statistic was 7.518. Based on the obtained results 
it can be stated that there are no significant differences between the quarterly 
water consumption. Therefore, it was concluded that in the analyzed multi-year 
period, any significant factors not affected the water consumption. 
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Table 2. The results of the Kruskal-Wallis homogeneity testing for the quarterly water 
consumption in the period of 2011-2015  

Kruskal-Wallis  
test parameter 

Total daily water consumption  
for the group of the tested households  

Average daily water  
consumption per capita  

H 4.66 6.09 
χ2 7.518 7.518 
p 0.20 0.11 

where: H – Kruskal-Wallis statistic, χ2 – Pearson’s critical statistic, p – probability. 

4.3. Analysis of theoretical and empirical distributions fitting 
The results of theoretical and empirical distributions fitting obtained by using 
the Anderson-Darling test showed that as many as six out of the ten tested prob-
ability distributions can be used for description of the total daily water con-
sumption for the group of the 34 tested households (Table 3). Both in the case 
of GMM, GEV, Johnson, Weibull, Normal and Log-normal distribution,  
p-values for A-D test statistic were greater than the assumed significance level 
of α = 0.05. Null hypothesis H0 about theoretical and empirical distributions 
compatibility was rejected in the case of the other four distributions (Half-
normal, Triangular, Rayleigh and Pareto). In turn, observational data series for 
the average daily water consumption per capita can be described by using five 
probability distributions; these include GMM, GEV, Weibull, Normal and Log-
normal distribution (Table 3). Lack of the possibility of using Half-normal, 
Triangular, Rayleigh, Pareto and also Johnson distribution may be due to their 
characteristics. Namely, these functions are homogenous; in turn, water con-
sumption is a dynamic process and many time-variable factors may affect this.  

 
Table 3. The results of theoretical and empirical water consumption distributions fitting 

Statistical  
distribution 

Total daily water consumption  
for the group of the tested households 

Average daily water  
consumption per capita 

Statistical parameter 
A-D p A-D p 

GMM 0.187 0.993 0.226 0.982 
GEV 0.355 0.891 0.451 0.795 

Johnson 0.470 0.776 – – 
Weibull 0.416 0.831 0.588 0.657 
Normal 0.951 0.383 1.228 0.257 
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Table 3. cont. 

Statistical  
distribution 

Total daily water consumption  
for the group of the tested households 

Average daily water  
consumption per capita 

Statistical parameter 
A-D p A-D p 

Log-normal 1.187 0.272 1.485 0.180 
Half-normal 8.786 0.000 8.936 0.000 
Triangular 4.966 0.003 6.248 0.001 
Rayleigh 6.752 0.000 6.952 0.000 

Pareto 26.582 0.000 29.163 0.000 

where: A-D – Anderson-Darling statistic, p – probability. 
 
Figures 2a-f and Figures 3a-e show the quantile-quantile graphs of the 

probability distributions that can be used for description of the water consump-
tion. 
 

 
 
 
 
 
 
 
 
 
Fig. 2. Quantile-quantile graphs of theoretical and empirical distributions fitting for 
total daily water consumption in the group of the tested households: (a) GMM;  
(b) GEV; (c) Johnson; (d) Weibull; (e) Normal; (f) Log-normal 
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Fig. 3. Quantile-quantile graphs of theoretical and empirical distributions fitting for the 
average daily water consumption per capita: (a) GMM; (b) GEV; (c) Weibull; (d) Nor-
mal; (e) Log-normal 

 

4.4. Selection of the best-fitted theoretical distribution 
As it was presented in chapter 4.3., water consumption variables can be de-
scribed by using several different theoretical distributions. However, it must be 
determined, which of the tested theoretical distributions is the best-fitted to the 
empirical data. Although the p-values coming from the Anderson-Darling test 
can be used for this purpose, however, in this paper, PWRMSE criterion was 
used. In the case of total water consumption in the group of the tested house-
holds, the best-fitted theoretical distribution turned out to be Johnson distribu-
tion (PWRMSE = 164.73 dm3/d). In turn, performed analysis showed that for 
the average daily water consumption per capita, the best-fitted theoretical distri-
bution was GEV distribution (PWRMSE = 1.64 dm3/d) (Table 4). For compari-
son, if for the selection of the best-fitted theoretical distribution we would use 
p-value instead the PWRMSE criterion, in both cases, it would be GMM distri-
bution (Table 3).  
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Table 4. PWRMSE values for the best-fitted theoretical distribution selection 

Statistical  
distribution 

Total daily water consumption for the 
group of the tested households 

Average daily water  
consumption per capita 

PWRMSE (dm3/d) 
GMM 176.08 1.74 
GEV 193.42 1.64 

Johnson 164.73 – 
Weibull 262.95 2.44 
Normal 324.30 2.95 

Log-normal 376.14 3.40 

 
4.5. Simulation of the water consumption 
Simulation of the water consumption was conducted using a Monte Carlo meth-
od (Fig. 4a, b).  

 

 
Fig. 4. The results of the water consumption simulation based on the Monte Carlo 
method: (a) for the group of the tested households; (b) per capita 

 
The best-fitted theoretical distributions coming from the PWRMSE test-

ing were used. Just for the record, in the case of total daily water consumption 
in the group of the tested households it was a Johnson distribution, whereas for 
the average daily water consumption per capita, it was GEV distribution. Per-
formed simulation showed that for the assumed a 25-year prediction period, the 
average value of total water consumption in the whole group of the households 
(10 066.9 dm3/d) (Fig. 4a) is close to the average water consumption (10 111.8 
dm3/d) (Fig. 1a) noted in the period of 2011-2015. Similarly, in the case of the 
average water consumption per capita, a predicted average water consumption 
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(84.3 dm3/d) (Fig. 4b) is compatible with the average daily water consumption 
per capita (84.1 dm3/d) noted in the period of 2011-2015 (Fig. 1b). It can be 
stated that the presented in this paper simulation’s method gives a real possibil-
ity for a long-term water consumption prediction, even if the type of theoretical 
distribution of the water consumption will change over time. In this case, it will 
be still possible to use this simulation method as a reliable forecasting tool by 
assuming the other best-fitted distribution. 

5. Summary and conclusions 
For sure, mathematical models development for a long-term water consumption 
prediction will let to avoid some water system’s design mistakes, resulting in 
many operational and maintenance problems. These are often caused by incor-
rect universality of using the out-of-date water demand indicators elaborated in 
the past; in many cases, they don’t reflect an actual water demand properly and 
contribute to the water pipelines’ oversizing or undersizing.  

In this paper, a new approach to the maximum quarterly water con-
sumption modeling based on the probability distributions was developed. Be-
cause the random variables are indeterminate and they can support hypothesis 
with different distributions, a multi-distribution analysis was performed. The 
essential part of this paper was preceded by the preliminary statistical data anal-
ysis. Based on the coefficient of variation, a small variability of the water con-
sumption in a five-year period was stated. The obtained results of the Kruskal-
Wallis test have proved no significant differences between the quarterly water 
consumption; homogeneity of the water consumption time series was found. In 
turn, when it comes to the main findings of this study, the results of the Ander-
son-Darling test showed that at least a half out of the ten tested theoretical prob-
ability distributions can be used for the description of the water consumption 
variables. Both in the case of total daily water consumption in the group of the 
tested households and the average daily water consumption per capita, it was 
GMM, GEV, Weibull, Normal and Log-normal distribution; for the first case, 
there was additionally Johnson distribution. The using of the PWRMSE criteri-
on has proved that Johnson distribution was the best one for the description of 
total water consumption in the group of the tested households, whereas for the 
average daily water consumption per capita, it was GEV distribution. The ob-
tained in this paper modeling’s results carried out with the Monte Carlo method 
can be used for designing the other water systems supplying a similar group of 
the individual water users as the subjected one. But what’s important, because 
the methodology presented in this paper is based on the probability distribu-
tions, the proposed simulation method can be used, even if the type of the best-
fitted theoretical distribution of the water consumption will change over time; 
this is because the possibility of assuming the other theoretical distribution. 
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Thank to this, it is believed that the statistical tools and methodology presented 
in this paper can be used for a reliable water systems planning and designing. 
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Abstract: Pylaisia polyantha moss growing near intensive traffic in Geležinis 
Vilkas street at Vingis Park (Vilnius) was selected as an indicator of 
environmental pollution. Two models were applied for the study: the Gaussian 
plume model – for zinc emission from automobiles calculation and mathematical 
model – for recalculating the zinc emission from transport to zinc concentration in 
moss. Moss samples were collected during spring, summer and autumn. There 
were no significant changes in Zn concentrations between these periods. Zn 
emission dispersion from pollution source was calculated only for one vehicle,  
in order to reach relationships between environmental conditions and dispersion 
of Zn emission from vehicle exhaust fumes pipe. It was detected that the 
concentration of Zn tends to decrease with the distance from the pollution source. 
It was observed that there was a strong relationship between wind speed and Zn 
concentration – the slower the wind speed, the higher concentration of zinc  
in moss. 
Keywords: zinc, moss, atomic absorption spectroscopy, Gaussian plume model 

1. Introduction 
Pollution of environment is increasing now. Transportation is one of main pol-
luters of the environment, which emits various pollutants to the environment. 
Transportation emits various heavy metals (HM). Zinc is not the most danger-
ous among other heavy metals, but its emission from transportation is one of the 
highest. Heavy metals and other pollutants in moss are currently the focus of 
attention in various countries, as moss is an excellent indicator of environmental 
pollution (Koz et al. 2014, Oishi 2019, Oishi 2018, Parmar et al. 2016, Pīrāga et 
al. 2017, Salo 2014, Sujetovienė & Galinytė 2016, Špirić et al. 2014, Urošević 
et al. 2018, Vuković et al. 2015, Zhu et al. 2018). HM are potentially toxic sub-
stances that enter foodstuffs from the environment, enter the human body 
through food, and are readily integrated into the biological cycle. Each region 
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has its own pollution specific, which means that the total amount of HM in the 
moss is highly dependent on the area. Research needs to have as much compre-
hensive data as possible on the migration and accumulation of heavy metals in 
the environment and their effects on ecosystems and humans. Studies have 
shown that the quantity of heavy metals in moss depends on their location and 
distance to sites that emit heavy metals. From the air, heavy metals settle on the 
various surfaces. The main sources of anthropogenic pollution in the atmos-
phere are transportation; industry and energetics. Car emissions account for  
60-70% of total emissions. The atmosphere, as a source of metals, is unique in 
that it has a very short life span, from day to week (I don’t understand what you 
are trying to say, please check). However, even in such a short time, metal par-
ticles can travel long distances. Also, metal compounds released into the atmos-
phere are deposited on the plants at a distance of 10 to 40 km from the source of 
pollution. The sources of Zinc emissions are many: metalworking industry, 
transport, energy, fertilizers, and pesticides. It belongs to the intensive accumu-
lation of technogenic dust (Radzevičius et al. 2004). According to Blok (2005) 
the emissions of zinc along roads originate from: wearing of brake lining; losses 
of oil and cooling liquid; wearing of road paved surface; wearing of tyres; cor-
rosion of galvanized steel safety fence and other road furniture. The aim of the 
research was to use moss as an indicator for the assessment of environmental 
pollution by zinc near intense traffic street, to calculate emission of zinc from 
cars and to compare experimental results with modelling results. 

2. Materials and methods 
2.1. Study site 
Vingis Park, the largest park in Vilnius, is located at the bend of the Neris River 
in Vilnius and covers an area of 160 hectares (Vingis park). 

The area of investigations (54⁰40’28“ N; 25⁰14’32“ E) is situated be-
tween the park of Vingis and Geležinis Vilkas street (Fig. 1). All samples of 
moss (Pylaisia polyantha) were taken in this order: 5, 10, 15, 20, 25 meters 
from the Geležinis Vilkas street (Fig. 1). 

Control samples of moss, in order to evaluate background level of zinc 
concentration in moss were taken around 500 meters from Geležinis Vilkas 
street at Vingis park. Samples of moss were taken on 7th of March, on 21st of 
August, on 14th of November. According to the methodology of moss sampling 
for EU surveys, samples should be taken in all seasons, except winter, because 
in winter mosses are covered with snow. During all three samplings of moss 
there was no rain or snow. 

 



200 Dainius Paliulis 
 

 
Fig. 1. Sampling places in Vingis park (Vilnius), near Geležinis Vilkas street 

 

2.2. Climate conditions of study site  
The pollutant emissions are transported to different distances, depending on the 
geographic area, its geology and the local meteorological factors: fog, wind, 
rains, thermal inversions (Dobra et al. 2006). The climate of Vilnius region is 
considered as humid continental or hemiboreal by Köppen climate classifica-
tion. The average annual temperature is + 6.1°C, in January the average temper-
ature is − 5.8°C, in July it is +17.4°C (Climate-data). The average precipitation 
in Vilnius is about 655 millimetres per year (Climate-data). Dominant wind 
direction – southwest, speed 2.5-4 m/s (Lithuanian Hydrometereological Ser-
vice). 
2.3. Morphological identification of moss  
Closely related moss species are often difficult to distinguish from each other 
than other plants, but it is easy to sample and collect (Banienė 2001, Rowantree 
et al. 2010). In Lithuania there are 350 species of moss, they all belong to 33 
families (Banienė 2001). Each moss species, though much alike in terms of 
stems and leaves, tends to have different types of capsules (Tiny Shag Moss). 

2.4. Sampling of moss  
Most methods in heavy metal monitoring employ moss as bioaccumulators (Stihi 
et al. 2006). Sampling and sample handling was carried out using plastic gloves 
and bags. All forest debris from moss must be removed (Aboal et al. 2008). Moss 
samples were stored at room temperature until preparation for analysis. 
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2.5. Calculation of moisture content  
Moisture content was calculated in moss: 

Mn = (ௐೢ ିௐವ)ௐವ ∙100 (1) 

where: Mn – moisture content of sample, %, Ww – wet weight of the sample, g, 
Wd – weight of the sample after drying, g (moisture content).  

2.6. Reagents and equipment 
All chemicals and reagents were of analytical grade or higher purity and they 
were obtained from Sigma Aldrich (Germany) and used in the experiments as 
received without further purification. The solutions were prepared by mixing 
appropriate standards in deionized water from the water purification system 
(Demiwa 3 ROI). Metal standards made in VWR Chemicals (England) were 
used for GFAAS and FAAS calibration. The concentration of Zn (II) in used 
standard solution was equal to 1000 mg/L in 2% of HNO3. All volumetric flasks 
used in the experiments were soaked for 24 h with 5M HNO3 and then rinsed 
3-4 times carefully with deionized water. All the volumetric flasks used were of 
the highest accuracy class. High accuracy analytical balance AS 60/220.R2 
(Radwag, Poland) was used to weigh moss samples. 

2.7. Sample preparation for metal analysis 
The moss samples collected were prepared by a high-temperature dry oxidation 
method. Each moss sample (about 20 g) was dried in a muffle furnace until 
constant weight at 100 ±5°C. After that the temperature was gradually raised 
from (100°C/1h) to 500 ±20.0°C in a muffle furnace for 2 hours. The resulting 
ash was cooled to room temperature. The aqua regia (3:1, v/v, HCl to HNO3) 
digestion procedure was used for analysing total-recoverable heavy metal (Zn) 
content in ashes. Concentrations of acid used for digestion of moss samples 
were the following: 36.5% (HCl) and 63% (HNO3). The digestion of the moss 
samples (about 0.5 g) was performed by using microwave digestion system 
Milestone Ethos Touch Control (Milestone SRL, Italy) for about 50 min in Tef-
lon containers. After cooling to room temperature, the solution was filtered 
through a 0.45 µm PTFE membrane filter, transferred quantitatively to a 50 mL 
volumetric flask and supplemented with deionized water to the mark. Deionized 
water used in experiments meets requirements of ISO 3696:1987 (Water for 
analytical laboratory use – Specification and test methods) standard. After, its 
concentration of Zn was analysed with an atomic absorption spectrophotometer, 
model 210 VGP, Buck Scientific (USA), equipped with a Buck Scientific model 
220-GF graphite furnace atomizer and acetylene-air flame. 0.7 nm slit was select-
ed for measurement of zinc concentrations in solutions. 213.9 nm wavelength was 
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used during measurements. The content of Zn in moss ash (mg/kg) was calculated 
by formula (2): 𝐶 = ஼௘·௏·௞·ଵ଴଴଴௠  (2) 

where: C – the concentration of analyte in sample, mg/kg, Ce – the concentra-
tion of the analyte in solution, mg/mL, V – the volume of the sample, mL,  
k – the dilution factor, m – the amount of moss ash taken for the test, g. 

 
Zn analysis method used for the moss was validated by using a recovery 

analysis. The percentage recoveries were calculated by using the following 
equation (Sarker et al. 2015):  

Percentage recovery = ஼ಶ஼ಾ∙100 (3) 

where: CE – the experimental concentration that was determined from the cali-
bration curve, CM – the spiked concentration. 

 
According to the European Commission (2003), a method can be con-

sidered accurate and precise when the accuracy of the data is between 70 and 
110%. Experimental result meets these requirements. 

2.8. Quality control and statistical evaluation 
The concentration of Zn in used standard solution was equal to 1000 mg/L in 
2% of HNO3. Working aqueous standard solutions containing Zn was prepared 
by serial dilution of the certified reference metal standard solution for atomic 
absorption spectroscopy with deionized water. Three samples of moss were 
taken from each place. All experiments were conducted in triplicate. Two 
blanks (without Zn ions) were used for each zinc concentration determination. 
Statistical analysis of data was carried out using Excel and Statistica software. 
Arithmetic average, standard deviation, confidence intervals and Pearson coef-
ficients were estimated at p < 0.05. 

2.9. Theoretical calculation 
60 km/h – allowable speed at Geležinis Vilkas street in Vilnius near Vingis 
park. It was assumed that for 100 km, vehicle uses 10 l of petrol in the city, e.g. 
1 automobile consumed 6 l of petrol per hour. Traffic intensity at Geležinis 
Vilkas street is 1200 vehicles per hour. Total fuel consumption per hour in in-
vestigated area will be 7200 l. The density of fuel (in this model only petrol fuel 
was evaluated) is 770 g/L (What are the types of fuel). Zinc emission factor for 
vehicles in mg/kg is equal to 1 for passenger car (Road transport). Total emis-
sions of zinc per 1 hour in investigated area is equal to 0.00154 g/s. 
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2.10. Mathematical modelling 
In a Gaussian plume, the spatial distribution of concentration along a transverse 
axis is Gaussian in shape. The following steady state 3-dimensional model de-
scribes the concentration at any point in a coordinate system where the wind is 
moving parallel to the x-axis (Gaussian plume model): 
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where: C – concentration of contaminant, g/m3, x, y, z – distance from origin 
in x, y, z coordinates, m, H – effective stack height, m, Q – rate of emission of 
gas, g/s, σy, σz – horizontal and vertical plume standard deviations (m), each 
a function of x, u – wind speed at effective stack height, m/s. 

The input data of the model are presented in the Table 1. 
 

Table 1. Input data for mathematical modelling of Zn dispersion in atmosphere 

Input data Value 
Stack height, m 0.3 
Stack diameter, m 0.1 

Emission 
Zn emission rate, g/s 0.00154 
Gas velocity in the pipe of car, m/s 1.0 
Gas temperature in the pipe of car, °C 200 
Atmospheric condition 3 – slightly unstable 

Ambient average temperature, ○С 
Spring 6.2 
Summer 16.8 
Autumn 7.1 

 
The emission of zinc downwind from the vehicle (in this case vehicle is 

a stack) was simulated. Input parameters needed for simulating, are as follows: 
the height of the stack above the ground (in meters); the diameter of the opening 
of the stack (in meters); the velocity of the gas emitted from the stack (in meters 
per second); the temperature of the gas as it exits the stack (in degrees Celsius); 
the rate at which pollution is emitted from the stack (in grams per second); the 
atmospheric stability; the number of wind velocities that you wish to investi-
gate; the wind velocities; the number of distances downwind to calculate; the 
actual distances downwind. The atmospheric stability categories accounts for 



204 Dainius Paliulis 
 

the fact that a parcel of air changes temperature as it changes in altitude. With 
this input data, it is possible to calculate the concentration of the pollutant at 
various locations downwind from the stack, usually measuring from 0 kilome-
ters (the base of the stack) down to 100 km from the stack (Gaussian plume 
model). 

3. Results and discussion 
3.1. Moisture content in moss  
18 samples were taken from Vilnius Vingis park, near Geležinis Vilkas street. 
The average results from three seasons of moisture content in samples of moss 
are presented in Fig. 2. 

 

 
Fig. 2. An average results from three seasons of moisture content in moss 

 
In moss which were located 5 meters from the street, the moisture con-

tent was determined as 18.96%. In collected Pylaisia polyantha moss which 
were located at the distance of 15 meters from the street - the average moisture 
content was 52.65%. In moss which were collected 25 meters from the street the 
moisture content was 36.44%. In moss located at a distance of 35 meters from 
the street the moisture content was 44.55%. In samples of moss which were 
collected at 45 meters from the street the moisture content was 43.22%. In the 
control samples 49.07% of moisture content was detected. 
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3.2. Zn concentration in sample of moss  
Zn concentration was determined in samples of Pylaisia polyantha moss, along 
the high intensive traffic Geležinis Vilkas street in Vilnius. Zinc concentrations 
in moss (Pylaisia polyantha) growing near Geležinis Vilkas street are presented 
in Fig. 3. (in spring, in summer and in autumn). 

There is a direct relationship between the Zn content found in moss and 
the distance from the Geležinis Vilkas street. It was observed that Zn content in 
all samples of moss tends to decrease with the distance from the Geležinis 
Vilkas street. 

 

 
 a) 

 
 b) 

 
 c) 

 

Fig. 3. Zinc concentrations in moss near Geležinis Vilkas street: a) in spring,  
b) in summer, c) in autumn 

 
At the distance 5 and 15 meters from the Geležinis Vilkas street Zn 

concentrations were considerably high and it reveals that the moss near inten-
sive traffic were heavily polluted (Fig. 3). At a distance of 5 meters from the 
street, the highest concentration of zinc – 339.96 ±10.72 mg/kg in dried moss 
(Fig. 3) was observed. In samples of moss at 15 meters distance from the street, 
the concentration of zinc was lower – 210.47 ±7.24 mg/kg. In 25 meters from 
the street zinc concentration decreased till 139.47 ±5.24 mg/kg. In 35 meters 
from the street, zinc concentration decreased till 118.44 ±5.37 mg/kg. The low-
est concentration of zinc in samples of moss was observed at the 45 meters from 
the intensive traffic – 89.52 ±5.34 mg/kg. In control sample quite low concen-
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tration of Zn was determined – 6.03 ±2.15 mg/kg. Control sample was 41 times 
lower in concentration of zinc than the sample located at 5 meters from the 
street. It can be stated that Zn emission source could be high around intensive 
traffic flow in Geležinis Vilkas street (Fig. 3a). 

At a distance of 5 meters from the street it was observed that the highest 
concentration of zinc – 352.14 ±6.52 mg/kg in dried moss (Fig. 3b) was in 
summer. In samples of moss at a distance of 15 meters from the street, the con-
centration of zinc was lower – 273.75 ±8.40 mg/kg. In 25 meters from the 
street, the concentration of zinc was equal to 128.01 ±11.98 mg/kg. The lowest 
concentration of Zn was observed at 45 meters from the Geležinis Vilkas street 
– 110.74 ±10.15 mg/kg. In control sample of moss small concentration of Zn 
was determined – 7.49 ±7.133 mg/kg, it was 47 times lower than closer to the 
(in 5 meters) pollution source (Fig. 3b). 

At a distance of 5 meters from the street, it was observed that the highest 
concentration of zinc – 344.65 ±7.84 mg/kg in dried moss (Fig. 3c) was in au-
tumn. In samples of moss at a distance of 15 meters from the street, the concentra-
tion of zinc was lower – 217.82 ±7.81 mg/kg. At a distance of 25 meters from 
the street, zinc concentration decreased till 143.71 ±9.52 mg/kg. In 35 meters 
from the street, zinc concentration decreased till 123.19 ±6.38 mg/kg. The lowest 
concentration was observed at 45 meters from the Geležinis Vilkas street  
– 90.88 ±6.86 mg/kg. In the control sample small concentration of Zn was de-
termined – 6.17 ±6.13 mg/kg – 56 times lower concentration than in distance of 
5 meters (Fig. 3c). 

3.3. Zinc emissions from transport into atmosphere 

Emission of zinc from transport in Geležinis Vilkas street is presented in Fig. 4. 
(in spring, in summer and in autumn). 

The highest emission of zinc was calculated at 5 meters from the pollu-
tion source, this congruous (I don’t understand what you are trying to say, 
please check) with the results from collected samples of moss, moreover, con-
centration tends to decrease from the source in both (real and modelled) cases in 
spring. According to the Lithuanian Hydrometeorological Service under Minis-
try of Environment, an average of annual wind speed in Vilnius is 4 m/s. Ac-
cumulation of Zn has a strong relationship with the speed of wind. The highest 
concentrations of Zn near emission pollution source in the atmosphere were 
detected when wind speed was low (Fig. 4 a). 
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 a)  b) 

 
 c) 

 

Fig. 4. 3D surface plot of Zn emission based on Gaussian distribution: a) in spring,  
b) in summer, c) in autumn  
 

In summer, the situation is almost the same like during the spring peri-
od. Zn emission had the tendency to decrease with the distance from pollution 
source. The relationship of wind and zinc concentration is also the same. During 
summer modelling, one more relationship was observed. The concentration 
tends to increase with higher temperature, comparing with spring and autumn. 
This relationship is presented in Fig. 4b, where concentration of zinc at 5 meters 
reaches more than 1200 µg/m3 (in red colour) when the wind speed was 2 m/s. 
This tendency is similar to results of analysed samples, where Zn concentration 
was slightly higher in summer period than in spring. Moreover, the highest con-
centrations of Zn were found during the summer period.  

The situation in autumn was almost the same like in spring (Fig. 4c). 
This was due to the similarity of average ambient temperature (spring 6.2°C and 
autumn 7.1°C). Strong relationship between wind speed and Zn concentrations 
near pollution source was observed. Lowest concentrations of zinc were simu-
lated when the speed of wind is higher. Concentration of Zn had the tendency to 
decrease with the distance from the pollution source – Geležinis Vilkas street. 
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3.4. Correlation of experimental and modelling data 
Correlations between experimental and modelling data were performed by the 
Excel and software STATISTICA (Fig. 5). 

For determination of correlation, Pearson coefficient was used. Correla-
tion between experimental data and modelling results was determined. The cal-
culated Pearson correlation coefficient for zinc was high – r = 0.8738. 

 

 
Fig. 5. Correlation between experimental and simulated results for zinc 

 
This shows, that real results and modelling results have strong relation-

ships, moreover, this helps to prove, that high concentrations of zinc were de-
termined due to pollution from intensive traffic (Fig. 5). 

3.5. Comparing of modelling and experimental data 
After modelling, experimental data and simulated results were compared. The 
hypothesis of this calculation was such that traffic influences Zn concentration 
in moss, therefore in order to get clear result of transport impact, from all con-
centrations at different distances it is necessary to make a subtraction of back-
ground pollution, for this case: 

Concentration in moss - concentration of control sample = Concentra-
tion of HM caused by transport. This mathematical equation was suggested: 

C in moss = K · (C modelled results) n (5) 

where: C in moss – concentration of Zn in moss from modelling results, K – em-
pirical coefficient, which converts results from mg/m3 to mg/kg, n – empirical 
coefficient. 
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The empirical coefficients K and n (K = 300 and n = 0.346) was calcu-
lated. All results and formulas for calculations are presented in Table 2. 

From Table 2 it can be seen, that simulated results are quite similar to 
investigation results, differences vary from 0.01 to 25%. In order to evaluate 
investigation results, a mathematical model based on Gaussian plume was per-
formed. All data analysis were made in three main steps: mathematical model-
ling, calculation of correlation and, finally, in order to make sure that results 
from mathematical modelling and experimental results can be compared, error 
of calculation for Zn was calculated. 

 
Table. 2. Comparison of experimental and modelled results of zinc concentrations 

Distance (t, v) 
Real results 

from  
experiment 

Modelled 
results, 
mg/m3 

Error Converted results 
from modelling 

m °C; m/s mg/kg mg/m3 % mg/kg 
    f = (d-g-m) 

·100 /(d-m) 
C in moss = K · (C 

modelled results) n 
Spring period 

5 

6.2; 4 

339.96 1.08857 -1.85908 339.83347 
15 210.47 0.22379 3.70181 196.59083 
25 139.47 0.08475 -5.51755 140.49345 
35 118.44 0.04389 0.20111 111.89152 
45 89.52 0.02674 -13.3082 94.26109 
500 6.33 0.00023 – – 

Summer period 
5 

16.8; 4 

352.14 1.13358 -1.11259 344.63114 
15 273.75 0.22480 24.97441 196.89790 
25 131.55 0.08489 -16.9061 140.57256 
35 128.01 0.04393 4.10017 111.92373 
45 110.74 0.02675 5.19154 94.27753 
500 5.08 0.00023 – – 

Autumn period 
5 

7.1; 4 

344.652 1.09489 -2.15008 340.51526 
15 217.816 0.22394 4.78291 196.63470 
25 143.71 0.08477 -6.11661 140.50475 
35 123.188 0.04390 -0.01084 111.89612 
45 90.877 0.02675 -18.4616 94.263436 
500 6.17 0.00023 – – 
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Simulation model showed few strong important relationships with con-
ditions of the atmosphere. First is wind speed – the slower the speed – the high-
er the concentration of Zn near the emission source. Second is – the higher the 
temperature – the higher the concentration of Zn, especially near pollution 
source. That is why the model from summer period had the highest concentra-
tion of Zn. On the other hand, model does not include rain and snow precipita-
tion. Emission factor simulated for Zn was calculated and other input data was 
chosen according to an average for one passenger automobile, which is the main 
reason why it was difficult to expect accurate results. 

It is important to note that the mathematical model was prepared for one 
passenger car, in order to get main relationships between Zn dispersion and 
atmospheric conditions. The results would be very inaccurate results if they 
were simulated for all 1200 vehicles, because all vehicles have different tech-
nical characteristics – age, type of vehicle (passenger, bus, etc.) engine and fuel 
type, different speed, different situations in traffic (peak hours, etc.). 

4. Conclusions 
For monitoring of zinc atmospheric deposition, it is popular to apply terrestrial 
moss, because moss do not have any roots, their surface is large, they grow in 
wide-spread population in groups, they have long life cycle, they survive in the 
high-polluted environment, they are able to obtain nutrients from wet and dry 
deposition and clearly reflect the atmospheric deposition. All these environmen-
tal characteristics prove that moss is a good indicator in airborne pollution mon-
itoring, especially in HM monitoring. 

Samples of moss accumulate high amounts of precipitation, according 
to the calculations, moisture in Pylaisia polyantha moss were in the range of 
13.82-60.07%. Results of moisture content show that it is important to take 
large amount of samples during sampling process, because after the drying of 
moss, the sample can be lost due to underweight. According to the measure-
ment, the ratio of mass - loss in samples of moss was 73.28-83.18%. 

Investigation results of this work clearly present a strong traffic-related 
gradient - zinc concentrations in samples of moss tends to decrease with dis-
tance from the source of pollution – Geležinis Vilkas street. At the distance 
5 and 15 meters from the Geležinis Vilkas street Zn concentrations were con-
siderably high and it reveals that the moss Pylaisia polyantha near intensive 
traffic are heavily polluted. 

Sample of moss were collected three times in different sessions (spring, 
summer, autumn). There were no significant changes in Zn concentrations be-
tween these periods. Results of different seasons vary in range of 3-10 mg/kg 
for Zn. This insignificant variation could be due to short period of investigation. 
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The highest concentration of zinc accumulated in samples of Pylaisia poly-
antha was recorded at 5-meter distance from the street. The highest concentration of 
zinc was found during summer season – 352.14 ±6.52 mg/kg. At the distance of 
15 meters from the street the highest concentration of zinc was also found in sum-
mer season – 273.75 ±8.40 mg/kg. At 25 meters from intensive traffic Zn concen-
tration in autumn season was 143.71 ±9.52 mg/kg. The highest concentration of Zn 
at the 35 meters from intensive traffic flow was 128.01 ±11.98 mg/kg. At 45 me-
ters from the street moss contain 110.74 ±10.15 mg/kg of zinc and this was the 
highest concentration, which was determined in summer season. In sample of 
control at 500 meters was found 6.325 ±2.13 mg/kg of Zn. 

Mathematical modelling results based on Gaussian plume is presented. 
Zn emission dispersion from pollution source was calculated only for one vehi-
cle, in order to reach as clear as possible relationships between environmental 
conditions and dispersion of Zn emission from vehicle exhaust fumes pipe. It 
was not possible to calculate total pollution, caused by highly intensive traffic, 
because there are no accurate data about different types of vehicles, for exam-
ple: engine type, fuel type, age and other factors, which could have an influence 
on the modelling results. It was observed during modelling, that the concentra-
tion of Zn tends to decrease with the distance from pollution source. The same 
trend was observed in the experimental research. Moreover, a strong relation-
ship between wind speed and Zn concentration was observed – the slower the 
wind speed, the higher the concentration of zinc in moss near pollution source.  
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Abstract: This paper presents a prototype of a thermo-hydraulic distributor for 
a hybrid boiler station supplying a small hotel in Koszalin. The task of the device 
was to balance the hybrid system with four circuits with different operating 
parameters, also changing in an extremely irregular manner. A prototype of 
a thermo-hydraulic distributor with improved internal structure was developed, 
ensuring the operation of the device in accordance with the temperature logic. 
Dimensions of the device have been calculated in accordance with the existing 
design principles of hydraulic distributors. 

Keywords: thermo-hydraulic distributor, hybrid boiler station, system balancing, 
temperature logic 

1. Introduction 
Hybrid boiler stations with heating and supply circuits with different operating 
parameters are very effective and at the same time complex heating systems that 
need innovative technological solutions for their correct balancing both hydrau-
lically and thermodynamically in order to achieve high operating efficiency 
(Szkarowski et al. 2007). In line with the policy of the European Union coun-
tries, it is of key importance, inter alia, for increasing the improvement of ener-
gy efficiency in the residential sector (Żelazna 2012). One of such devices in-
fluencing the correctness and efficiency of operation may be an innovative 
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thermo-hydraulic distributor, the feature of which is a serial connection of boiler 
and heating circuits (Szkarowski et al. 2007). 

In recent years, many heating systems have been developed based on 
the economization of the process of preparing and supplying heat to consumers, 
minimizing both losses and energy consumption costs. The essences of the 
planned energy – efficient economy in modern heating systems are the appro-
priate, precise design criteria and quality assumptions (Orłowska 2020). The 
design criteria include: type and number of heat sources, method of heat distri-
bution, type of heating devices and regulation system. The qualitative assump-
tions take into account: the specificity of systems that require a lowered or in-
creased temperature of the heating medium, periodic overheating in the hot 
water system, associating heat from primary and alternative sources, and using 
the heat of the flow returning from the system in the absence of consumption. In 
such a defined thermal energy management system, newer solutions can be 
noticed in technological systems such as: layered heat buffers, vertical hydraulic 
distributors (PRH), ZORT – System hydraulic distributors and mini – hot water 
nodes. Despite numerous examples of their effective application, especially in 
housing construction, paradoxically new problems may arise related to their 
comprehensive operation (Szkarowski & Naskręt 2008). The most common 
problems during the operation of new systems include: 
 overheating or underheating of buildings, while overheating increases en-

ergy costs, 
 too long heating time of rooms after the morning start – up of the system, 
 failure to ensure the required thermal comfort, despite the use of devices 

with the required thermal power, 
 too large fluctuations in air temperature in rooms caused by improper oper-

ation of control valves or improper difference between the supply and re-
turn water temperatures, 

 too low temperature of hot water during its distribution, 
 reduction of the efficiency of the heat source or sources by insufficient use 

of thermal energy in receiving circuits (Szkarowski & Naskręt 2008, Dopi-
eralska et al. 2015). 

 
The technology of heat supply in multi – family buildings, offices, pub-

lic buildings, etc., is more and more often characterized by diversified operating 
parameters of heating, hot water, ventilation and air conditioning circuits. 
Moreover, they can be powered from several sources and cooperate with renew-
able energy sources (RES). The main condition for the proper functioning of 
these systems in terms of hydraulics is the elimination of the mutual influence 
of water flows, e.g. caused during pump switching on, and from the thermody-
namic point of view – the supply of a heating medium with an appropriate sup-
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ply and return temperature for each circuit, consistent with the adopted calcula-
tion parameters. Economical selection of the number and parameters of devices, 
mainly such as boilers, pumps, control valves, etc., is possible when the techno-
logical system is separated into a boiler circuit (primary) and a heating circuit 
(secondary) (Szkarowski 2019). 

The commonly used PRH or ZORT – System distributors use the prin-
ciple of parallel coupling of hydraulic circuits. In the case of PRH, the circuits 
remain thermodynamically independent, while the ZORT – System devices are 
the zero point in terms of hydraulics and thermodynamics. Where heat loads 
differ and change unevenly over time, the common principle of parallel cou-
pling of hydraulic circuits into one system may not be entirely effective.  

Vertical hydraulic distributors (PRH and others) only provide hydraulic 
balancing at the same flow temperature of the circuits equal to the temperature 
of the heat source. ZORT distributors equalize the temperature of all flows re-
turning to the coupling and this temperature is the same for supplying these 
circuits. The multi – section ZORT – Multi devices allow you to combine ther-
mally diverse circuits. However, when the heat demand of these circuits varies, 
additional devices are needed. 

Serial coupling of heat consumption circuits with a gradually decreasing 
supply temperature of the circuits (according to the so – called temperature log-
ic) is particularly advantageous when efficient condensing heat sources are used 
(Janta-Lipińska 2020). Compared to parallel systems, the series circuit enables 
the guaranteed return water parameters from the heat source to be obtained for 
a longer time during sudden and unpredictable fluctuations in the heat load. 
Serial connection of circuits allows to avoid mutual hydraulic and thermody-
namic contradictions or at least to alleviate these contradictions (Shkarovskiy & 
Zelenov 2012). 

2. Object, goals and methodology of research 
The object of the research is the hotel "Services & Bistro" in Koszalin. The 
facility has a multi – circuit heating system, which is characterized by the de-
mand for a heating medium with very varied parameters, which also change  
in an extremely irregular manner. It was the unpredictable nature of these 
changes that initiated the idea of balancing them with an improved serial hy-
draulic – distributor and the need for this solution. 

The facility has 4 heating circuits: 
1. Hot water with the parameters of the heating medium 70/50°C and the power 

of demand Q = 25 kW, 
2. Mechanical ventilation with the parameters of the heating medium 50/40°C 

and the power of demand Q = 35 kW, 
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3. Radiator heating with the parameters of the heating medium 45/35°C and the 
power of demand Q = 17 kW, 

4. Floor heating with the parameters of the heating medium 42/30°C and the 
power of demand Q = 4 kW. 

 
The diagram of the existing hybrid boiler station is shown in Figure 1. 

The system includes: heat generation circuit, internal systems circuits consum-
ing heat, and indirect systems of heat exchangers, heat storage and distribution 
systems. An additional element is the cooling system of the mechanical ventila-
tion circuit. 
 

 
Fig. 1. Technological scheme of a hybrid boiler station in Hotel Services & Bistro 

 
The diagram omits a number of typical devices that are not significant 

in terms of system operation. 
In terms of technology, the scheme of the boiler station can be divided 

into four units: 
1. Main heat source – gas condensing boiler PLUS 100M from POWER with 

two heating elements with a total power of 90 kW. 
2. Auxiliary heat source – 8 solar collectors with an area of 2 m2 each as the 

main heat source in the summer period. 
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3. Heat storage system – bivalent buffer tank with a capacity of 1000 dm3  
S – PD Capito. 

4. Domestic hot water heating system – ACV smart 210 shell heat exchanger 
with a capacity of Q = 25 kW, supplying batteries in 14 bathrooms, 3 shared 
toilets, 2 toilets for staff. The kitchen has 5 sinks, 2 washbasins and a dish-
washer. 

 
Currently, the role of a serial distributor is a stainless steel pipe with 

a diameter of DN100 with pipe stubs of DN32 and DN25. The distributor was 
tilted assuming that the change in density would act by gravity in the direction 
of the fluid's movement. During the tests, it was found that it is of little  
importance in the case of the pump cycle. However, the tilt of the device has 
proven useful in bleeding and desludging. The pipe stubs in the distributor are 
immersed to the half of the pipe diameter, and besides, the device has no addi-
tional internal elements. The heating circuits are connected in serial to each other, 
from the highest parameters to the smallest, as shown in the diagram (Fig. 1). 
 

 
Fig. 2. Photo of the device prototype during operation 

 
The research problem of this boiler station is the temperature fluctuation 

of the supply heating medium, especially in subsequent circuits, at the moment 
of peak power demand. The authors concluded that the existing distributor, 
despite its simplicity, performs its task well, but requires improvement. 
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The aim of this research was to develop a concept of a thermo-hydraulic 
distributor, the task of which is the optimal hydraulic and thermodynamic bal-
ancing of hybrid boiler station systems with heating and supply circuits with 
different operating parameters. The research method was mainly theoretical 
calculations based on the initially obtained technological information and par-
tially on the performed measurements. 

3. Working on a conception 
3.1. Principles of operation of the device 
As mentioned above, the basic idea behind serial connection of circuits needed 
to be improved. The concept of an improved serial thermo-hydraulic distributor 
was developed. The method of its operation is based on appropriate separation 
of the flow in each segment of the distributor supplying the receiving circuit. 
The part that feeds this circuit is separated from the common flow with 
a predetermined flow rate and temperature. The remainder of the flow moves 
freely, mixing with the recycle flow. 

After the temperature has stabilized, the combined flow feeds the next 
distributor segment. The establishing mixture temperature is the design temper-
ature for supplying another recipient circuit. This means that the device works 
by the so – called temperature logic. 

3.2. Design of a thermo-hydraulic distributor 
The shape of the device is in the form of a cuboid with a total length  
L = 1170 mm, height H = 200 mm and width W = 200 mm (Fig. 3). 

The device consists of 5 segments of various lengths resulting from 
technological or design requirements. The division into segments was made 
with the use of PP1-4 perforated plates. Their function is to even out and calm 
the flows after they have been combined and mixed. 

Moreover, each segment is equipped with a dividing plate DP1-4. Struc-
turally, the partition divides the segment into a division zone DZ1-4 and a mix-
ing zone M1-4. The hydraulic operation of the partition is complex. First, it pro-
motes the separation of part of the inlet flow for the next cycle from the part of 
the flow moving on. Second, the partition disturbs the flow and ensures effec-
tive mixing with the return flow. This helps to obtain a homogeneous mixing 
temperature in the entire volume of the zone. 
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Fig. 3. Construction of an improved thermo-hydraulic distributor 

 
DN32 pipe stubs are used for the 1st, 2nd and 3rd circuit and boiler 

connections. Circuit 4 pipe stub are DN25 (according to the existing technolog-
ical state). For an efficient mixing process, the length of the return pipes stubs 
are the same as that of the dividing plates. 

3.3. Theoretical basics 
Along with the changes in the design of the device, the previously developed 
theoretical foundations of its operation (Szkarowski et al. 2007) have been 
clarified. 

First divider segment DSl is supplied from the boiler with the heating 
medium flow Gi about the inlet temperature ti (Fig. 3). Then the inlet flow is 
divided. Thanks to the design of the distributor, a heating flow is generated in 
the division zone DZl with the temperature til = ti and the flow rate Gi1, propor-
tional to the design power of the heating circuit "1". This flow feeds the first 
circuit. 
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The remainder of the flow, with a flow rate Gi - Gi1 and a temperature 
tIl, flows around the dividing plate DP1 and is mixed with the recycle flow of 
circuit "1" with a flow rate Go1 = Gi1 and a temperature outlet tol. A mix flow G1 
at temperature tm1 is formed. 

This flow leaves the first distibutor segment and feeds the second seg-
ment through the perforated plate PP1. The principle of operation in subsequent 
segments is the same as for the first. 

Summarizing for the operation of the entire device can be saved: 

Gi = G1 = G2 = G3 = G4 = GO (1) 
ti = ti1 ; tm1 = ti2 ; tm2 = ti3 ; tm3 = ti4 ; tm4 = to (2) 
Gi1 = Go1 ; Gi2 = Go2 ; Gi3 = Go3 ; Gi4 = Go4  (3) 

where: 
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3.4. Design calculations 
The common principle of dimensioning vertical hydraulic distributors is used in 
the distributor design. It consists in determining the size of the distributor diam-
eter D as a function of the diameter of the inlet conduit d. 

It is assumed that the water velocity in the inlet stub pipe is 0.7-0.9 m/s, 
while the average water velocity in the device itself should not exceed 0.10-
0.15(0.20) m/s (Mizielińska & Olszak 2005). With this assumption, the condi-
tion for optimal dimensioning is D  3d (Szkarowski et al. 2007). 

However, the case under consideration differs significantly from verti-
cal distributors. First, the distributor works in series. The device is not vertical 
but slightly inclined. In addition, the device has the shape of a cuboid. These 
differences caused the D/d ratio to be quadrupled. Size D was assumed to be the 
lateral side of the cross – section. 

The distance between the connection pipe stub in vertical distributors is 
(3-4)d. This ensures proper mixing of the flows and stratification of the tempera-
ture field (Mizielińska & Olszak 2005). In the case at hand, the stratifying princi-
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ple is not applied. However, due to the good mixing, this ratio is correct. The 
same distance of 130 mm has been assumed for the DN32 and DN25 pipe stubs. 

The next step in the design was the dimensioning of the perforations of 
the perforated plates. The general rule is that the cross – section of the perfora-
tion in the light should be approximately three times larger than the inlet stub 
(Szkarowski et al. 2007). As the cross – sectional area of the DN32 pipe stub is 
approx. 1000 mm2, the required area of perforation is approx. 3000 mm2.  
In order to reduce the hydraulic resistance, this ratio was increased by 1/3, i.e. to 
approx. 4000 mm2. 

The final symmetry design decided to use 81 perforation holes with 
a diameter of 10 mm (Fig. 4. a). The dimensions of the dividing plate (Fig. 4. b) 
were determined by the issues of effective division of flows in front of it and 
effective mixing of flows in the mixing chamber. 

 
Fig. 4. Perforated plate a) and dividing plate b) 

4. Summary 
An improved design and operating principles of the thermo-hydraulic distribu-
tor were developed, the purpose of which is to balance the hybrid boiler station 
system with heating and supply circuits with different operating parameters in 
a hotel located in Koszalin. 
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A characteristic feature of the device is its internal structure, which al-
lows the flows to be divided and mixed in order to adapt to the calculated tem-
perature of the heating medium for the given circuits according to the tempera-
ture logic. 

There is no such type of distributors on the market. However, the length 
of the device may be a problem, as the more heating circuits, the longer the 
manifold becomes. This would require more space in the boiler station or in the 
district heating substation. For a given object, this length was not a problem for 
the placement and assembly of the device. 
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Abstract: Kazakhstan is a country experiencing tangible environmental problems. 
Currently, it faces numerous environmental problems such as air pollution, water 
pollution, exploitation of natural resources, negative consequences of mining, etc. 
In order to cope with environmental problems, a number of legislative acts have 
been enacted: the Environmental Code, the Water Code, the Forestry Code, 
a number of laws and government decrees that provide a legal basis for sustainable 
development. But, unfortunately, these laws and policies were not properly 
implemented due to issues such as inconsistency, weak enforcement, the presence 
of internal contradictions, gaps, and discrepancies, etc. As a result, the current 
legislation in the field of environmental protection does not meet the development 
objectives of our country, its lack of transparency hinders the development of the 
economy, and indistinctness reduces the competitiveness of domestic producers in 
the world market and the volume of investments attracted to the economy. Many 
aspects of the state's environmental activities remain unregulated from a legal point 
of view, which, on the one hand, leads to a deterioration in the quality of the 
environment and the plunder of natural resources, and on the other hand, creates 
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conditions for the development of corruption. This study proposes individual 
solutions to problems in the environmental sphere by creating new legal norms, as 
well as eliminating contradictions between existing regulatory legal acts, 
systematizing legislation and establishing a unified practice of applying norms. It is 
concluded that the implementation of environmental human rights depends on the 
quality of regulatory legal acts and their effective application. 
Keywords: sustainable development, environmental law, environmental impact, 
environmental protection 

1. Introduction 
The Environmental Code of the Republic of Kazakhstan does not directly indicate 
the purpose of environmental legislation. It should be noted that until now, the 
state policy of Kazakhstan in the field of environmental protection has been fo-
cused on ensuring environmental safety, that is, the protection of natural systems, 
the vital interests of society, and the rights of the individual from threats arising 
from anthropogenic and natural impacts on the environment (which was, in par-
ticular, reflected in the Concept of Environmental Safety of Kazakhstan for  
2004-2015, which has lost its force today). «Environmental safety, as a compo-
nent of national security, is an indispensable condition for sustainable develop-
ment and is the basis for the preservation of natural systems and the maintenance 
of appropriate environmental quality. The Kazakhstan political and legal mecha-
nism for ensuring environmental security against the background of multilateral 
and dynamically evolving international institutions has not achieved any signifi-
cant efficiency yet» (Buribayev et al. 2020).  

Meanwhile, global trends pose new challenges for Kazakhstan and more 
strategic, long-term goals that go beyond ensuring only environmental safety and 
require creating conditions for the sustainable development of the country and 
society. In this regard, the main goal of Kazakhstan's environmental legislation 
should be to promote sustainable development of the country, including in the 
field of environmental protection, the transition to a "green" economy to ensure 
a healthy and favorable environment for today's living and future generations. 

As for the sphere of regulation, then, in the broadest sense, environmen-
tal law is aimed at regulating social relations arising from the interaction of soci-
ety and nature, first of all, the influence of human activity on the natural environ-
ment. Therefore, it includes as a direct "environmental" aspect - environmental 
protection ("environmental law"), the core of which is the prevention and control 
of pollution, and relations in the field of natural resources management ("natural 
resource" law). The fact that in most countries of the world environmental legis-
lation is not codified, but is represented by a large number of separate laws in 
various areas of environmental and natural resource law determines the complex 
nature of this industry. Among European countries, the exceptions are countries 
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such as France, Sweden, and Luxembourg (Percival et al. 2017), which have in-
dependent environmental codes, the coverage of regulated relations in which, at 
the same time, varies significantly. «With the proposed concept of sustainable 
development, being popularized in the late 1980s, environmental legislation in 
developed countries began to shift and has changed from focusing on pollution 
and treatment to prevention and a holistic approach to the whole process of man-
agement of natural resources development and utilization. Moreover, an accom-
panying shift has also been to focus on national legislation to address deals with 
the international common environmental issues through legislation. Today, leg-
islation has become sophisticated and comprehensive, even with acknowledged 
limitations in applying it effectively. At the same time, environmental legislation 
in developing countries has also been improving step by step» (Mu et al. 2014).  

Environmental legislation of the Republic of Kazakhstan is a complex 
branch of legislation. Based on the Constitution of the country, it is at the junction 
of public and private law and includes norms of various branches of law (civil, 
administrative, business, criminal, and others). Following the Constitution (para-
graph 1 of Article 31), the state aims to protect the environment favorable to hu-
man life and health. Besides, according to paragraph 3 of Article 6 of the Consti-
tution of Kazakhstan, the land and its subsoil, waters, flora, and fauna, and other 
natural resources are in state ownership. Thus, the state, on the one hand, ensures 
environmental protection, and, on the other hand, exercises the powers of the 
owner of natural resources (possession, use, and disposal under the law). 

In Kazakhstan, with the adoption of the Environmental Code in 2007, the 
formal separation of the branches of environmental legislation (Environmental 
Code of the Republic of Kazakhstan; partially - the Law "On Specially Protected 
Natural Areas") and natural resources (Land Code, Water Code, Code "On Sub-
soil and Subsoil Use", Forest Code, Law "On the Protection, Reproduction and 
Use of Wildlife") legislation. At the same time, relations in the field of natural 
resource management are significantly influenced by environmental standards. 
At the same time, it should be noted that the Environmental Code of the Republic 
of Kazakhstan, going beyond the environmental function, regulates certain issues 
of natural resource management (concepts and types of natural resource use, the 
grounds for the emergence of the right of special nature use, and others), which 
is the subject of regulation of special, natural resource legislation, and existing 
the natural resource laws of Kazakhstan in some cases contain environmental re-
quirements (that is, requirements for environmental protection), which can cause 
contradictions and inconsistencies between the natural resource and environmen-
tal legislation. 

Legal analysis of the legislation also revealed the presence in the Envi-
ronmental Code of reference norms that do not have any legal significance, there 
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is a duplication of norms. Such and other shortcomings of the environmental leg-
islation of Kazakhstan should be subjected to critical analysis and, if necessary, 
should be harmonized with each other, and individual norms should be removed 
(in case of duplication or loss of relevance) or transferred to the relevant law, 
while a clearer distinction should be made between the norms of environmental 
and natural resource law, provided that they are interconnected and interact. 

There is a need to revise the terminology used in the system of environ-
mental legislation, introduce new terms, for example, "polluter", "operator" or 
"person having an impact on the environment", as is customary in the legislation 
of developed foreign countries (EU, USA, other developed countries). 

The system of regulation by subject composition requires a radical revi-
sion: the number of regulated entities should be optimized to improve the quality 
of control of those entities that make or may make the greatest contribution to the 
deterioration of the environmental situation in the country, and regulatory re-
quirements for entities that have a minimal or insignificant impact on the envi-
ronment should be reduced. 

The authors proceed from the fact that legislative regulation of environ-
mental protection and nature management is the most important (but not the only) 
lever for solving environmental problems. The manuscript includes an analysis 
of the adopted and upcoming laws, the development of recommendations for their 
improvement. The main goal of this work was the development of a system of 
environmental legislation. This can be achieved by improving existing laws, iden-
tifying and filling gaps in existing environmental legislation, development of rec-
ommendations for the further development of environmental legislation. 

2. Principles of legal regulation in the field of environmental protection 
The principles of legal regulation in the field of environmental protection are listed 
in Article 5 of the Environmental Code of the Republic of Kazakhstan, while: 
a) the content of such principles is not disclosed, which complicates the applica-

tion and interpretation of environmental legislation;  
b) the principles are very extensive and do not always fully comply with the prin-

ciples of international environmental law;  
c) some principles are not always observed in the norms of environmental legis-

lation, which calls into question their fundamental nature (the principle of 
"harmonization of environmental legislation of the Republic of Kazakhstan 
with the principles and norms of international law" is rather a principle of state 
legislative policy in the field of environmental protection than a principle of 
legislation. The wording of this principle can be finalized by developing the 
meaning of Article 8 of the Constitution of the Republic of Kazakhstan, ac-
cording to which the Republic of Kazakhstan respects the principles and norms 
of international law, in particular, by proclaiming the undeniable influence of 
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the generally recognized principles of international environmental law on the 
national environmental legislation of Kazakhstan and the need to take them 
into account in law enforcement); 

d) certain principles, in their essence, are not legal principles (for example, "state 
regulation in the field of environmental protection and state management in 
the field of use of natural resources", "interaction, coordination of activities of 
state bodies for environmental protection"). 

 
The principles of law should contain the fundamental ideas that deter-

mine the very essence and purpose of the rules of law and fill in the gaps in reg-
ulation. In this regard, the principles of environmental legislation should be crit-
ically revised, optimized, and filled with a more capacious, fundamental content, 
which will be deciphered in detail and will determine the further content and di-
rections of legal regulation. 

We believe that the fundamental principles should include, among other 
provisions: 
 the precautionary principle, according to which the lack of certainty should 

not be a reason for refusing or delaying the adoption of effective and propor-
tionate measures aimed at preventing the risk of causing significant and irre-
versible damage to the environment; 

 the principle of prevention and control, under which it is required to prevent 
the formation of contaminants, primarily at the source and control and to the 
extent possible, eliminate the resulting pollution of the environment, for 
which is necessary to take all necessary measures, including the use of best 
available technologies, methods, and techniques, taking into account tech-
nical, technological and socio-economic aspects, with the overall aim of 
achieving a high level of environmental protection as a whole; 

 the "polluter pays" principle; 
 the principle of integration, according to which, to achieve sustainable devel-

opment of the state, environmental protection should be an integral part of 
such development and cannot be considered in isolation from it. "Environ-
mental legislation requires a socio-ecological focus, bringing together all the 
pillars of sustainable development in a unified manner. There is real potential 
for resilience to become integrated into environmental law though with the 
assistance of additional policy" (Wright 2014); 

 the principle of participation and involvement of society, which requires that 
everyone has access to environmental information, including information on 
environmentally hazardous substances and activities, and according to which 
the public should be involved in decision-making processes related to the im-
plementation of projects that have a significant impact on the environment, 
including in the planning of settlements, industrial facilities, roads, etc.); 
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 the principle of the inevitability of responsibility for causing environmental 
damage, the completeness of compensation for environmental damage, ac-
cording to which the person responsible for the caused environmental damage 
must eliminate or compensate it in full. 

 
The consolidation of clear, concise, and understandable principles will 

contribute to the maximum harmonization of legal norms, clarity in law enforce-
ment, and, most importantly, the achievement of long-term goals to ensure a fa-
vorable environment and sustainable development of the country and society. 

3. The quality of the environment 
In developed foreign countries, environmental norms, regulations, and standards 
are included in the system of environmental legislation and are supported by se-
rious legal guarantees. These norms clearly define the natural objects and re-
sources to be protected, permissible levels of impact and indicators of permissible 
technogenic oppression, list sanctions for violation of norms and regulations, 
methods of monitoring the implementation of environmental requirements. Such 
a regulatory framework is becoming an important tool of public administration in 
the field of environmental protection. 

Despite the important reforms carried out within the framework of the 
Environmental Code of the Republic of Kazakhstan in 2007, the use of modern 
approaches in regulating the quality of the environment is extremely limited. In 
Kazakhstan, there is no system of proper environmental standards for environ-
mental quality, so a set of sanitary and hygienic standards is mainly used. 

Kazakhstan has not approved and officially does not have its own (na-
tional) and independent environmental standards regulating the levels of anthro-
pogenic impact on nature and habitat, which form the basis of environmental reg-
ulation. The entire field of environmental regulation related to man-made envi-
ronmental pollution is based on hygienic standards established for compliance 
with sanitary and hygienic requirements. However, sanitary and hygienic stand-
ards are focused exclusively on human health and do not take into account the 
conditions of preservation and stability of natural ecosystems. Permissible pollu-
tion for humans can lead to a violation of the physiological state of many species 
of plants, animals, and the entire ecosystem as a whole. 

The existing approach to the legislative and regulatory framework in Ka-
zakhstan causes the presence of an inadequately wide list of pollutants subject to 
environmental regulation and requires extremely low concentrations in the envi-
ronment. In Kazakhstan, the number of regulated parameters (more than 1,000) 
significantly exceeds the number of equivalent parameters used in the EU coun-
tries. At the same time, a large number of regulated parameters and more stringent 
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requirements for maximum concentrations in Kazakhstan do not guarantee the 
achievement of a higher environmental quality. 

According to OECD experts, the excessive vastness and rigor of Kazakh-
stan's regulations is based on deliberately unrealistic assumptions and imposes 
requirements that, in many cases, cannot be achieved even with the use of the 
most advanced available techniques that ensure the lowest possible levels of 
emissions, or requires financial investments that are unaffordable for most indus-
trial enterprises in the country. Also, in practice, the number of parameters that 
can be controlled remains small. Toxic pollutants are not fully covered in Ka-
zakhstan's current monitoring programs, and laboratories are not always equipped 
to analyze controlled substances. At the same time, substances subject to priority 
control for water resources in the EU countries in Kazakhstan are covered only 
by about one-third of the parameters (SC MNE RoK 2019). 

Taking into account the current environmental situation in Kazakhstan 
in many cities, the maximum permissible concentration of harmful substances, in 
fact, is, at best, the target indicators of environmental quality, to which it is nec-
essary to strive. 

Recognizing the importance of the existing system of maximum permissi-
ble concentrations of harmful substances as a necessary but important measure to 
curb the further growth of pollution, it should be recognized that there is a practical 
need to develop new approaches to environmental regulation and rationing. 

Approaches to environmental quality standards should be reviewed in 
the light of international experience and set at reasonable and realistic levels, that 
is, striking a balance between what is desirable from an environmental point of 
view and what is feasible from a technical and economic point of view. A clearer 
distinction should be made between environmental quality standards and stand-
ards for permissible environmental impact (including the cumulative impact 
within specific territories, zones). 

It is necessary to lay down rules on the gradual transition from sanitary 
and hygienic standards to environmental standards adopted and used in the EU 
and OECD countries (for example, the EU Directive 2013/39/EU on priority sub-
stances in the field of water policy, the EU Directive 2008/59/EU "On atmos-
pheric air quality and Cleaner air for Europe", the Protocol on Heavy Metals, the 
Gothenburg Protocol to the Convention on Long-range Transboundary Air Pol-
lution, etc.). At the same time, taking into account the need to gradually improve 
the quality of the environment (by achieving the target parameters) and the de-
velopment of green technologies, the possibility of gradually introducing new 
standards with more stringent requirements in the future should not be excluded, 
to the extent that this is justified from a technical, technological, environmental 
and economic point of view. This approach will make it possible to set specific 
medium- and long-term tasks for enterprises to reduce emissions and improve 
environmental efficiency and purposefully manage these processes. 
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4. Environmental control and enforcement 
Enforcement measures should be based on a strong regulatory framework and 
achieve several goals, the main of which is to return the violator to environmental 
compliance. In general, an effective enforcement regime should provide for the 
flexible application of a wide range of proportionate penalties, allowing the au-
thorities to respond according to the specific case and nature of the violation. 

The hierarchy of enforcement measures is often depicted as a so-called 
"enforcement pyramid", which implies that regulatory authorities are willing to 
toughen penalties when soft measures to eliminate violations do not lead to envi-
ronmental compliance and that the penalties at the top of the enforcement pyra-
mid are sufficiently serious and effective to prevent possible violations. 

To translate this theory into practice, Kazakhstan at the top of the en-
forcement pyramid provides sufficient punishment as a harsh deterrent to repeat 
violations. For example, environmental crimes are punishable by various sanc-
tions, including imprisonment for up to 8 years, and ecocide for up to 15 years. 
At the same time, the “enforcement pyramid” method requires further develop-
ment since there is insufficient understanding of the need to take less stringent 
measures at the base of the pyramid. 

In contrast to the OECD countries, where non-reprisal measures are usu-
ally taken first to eliminate an administrative offense, in Kazakhstan, administrative 
fines are a legal instrument at the bottom of the pyramid of administrative law en-
forcement. A negative factor is that the activities of regulatory authorities are as-
sessed by the number of fines imposed, which creates false incentives for environ-
mental inspectors to issue fines in the vast majority of cases (OECD 2017). 

Many effective alternative legal instruments of influence used in the 
OECD countries are not used in Kazakhstan. As international practice shows, 
non-reprisal measures give the offender a sufficient opportunity to eliminate the 
violation without loss of tangible and intangible assets, while ensuring a more 
favorable state of the environment. Such measures are quite effective in countries 
such as Finland, Japan, the Netherlands, the United Kingdom, and others. For 
example, in Japan, the main purpose of administrative action is not to impose 
fines, but to direct the operator towards compliance with environmental require-
ments, about which they are given specific instructions for execution. Tougher 
enforcement measures (including fines) are only taken in cases of significant or 
repeated violations (OECD 2019). 

The lack of preventive responses in the law enforcement system in Ka-
zakhstan does not allow us to assess the effectiveness/sufficiency of the use of 
harsher penalties. Theoretically, the deterrent effect of the latter can be judged by 
the probability of correcting violations with the help of soft measures that form 
the base of the pyramid of law enforcement. 
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There is a demand for the introduction of provisions aimed at improving 
the environmental control system by introducing alternative measures of influ-
ence (as opposed to using only monetary penalties), including the use, where ap-
propriate, of preventive enforcement measures (for example, a warning, includ-
ing oral, etc.) in the event of violations. 

The existence of strict penalties for violations of environmental legisla-
tion is in itself insignificant to ensure a high level of environmental protection if 
there is no mechanism for timely and effective detection of environmental non-
compliance. 

The legislation of Kazakhstan imposes several requirements and re-
strictions on the system of inspection inspections (a long period between sched-
uled inspections, the need for prior approval and registration, early notification 
of the subject of control about the inspection), which reduce the likelihood of 
detecting violations. “For environmental legislation to 'work', it must not only be 
well designed but also efficiently and effectively enforced. Strategies must be 
developed as to how inspectors should go about the task of intervening in the 
affairs of regulated organizations to ensure compliance and enforcement” (Gun-
ningham 2011). 

According to the recommendations of the OECD experts, in addition to 
inspections carried out by the state, the status of environmental compliance can 
be verified by monitoring the environment near the site, the results of the opera-
tor's industrial environmental control program, inspections of the production pro-
cess chain, independent audit, and public monitoring. Inspections carried out by 
public authorities remain the basis of all environmental control systems. At the 
same time, a simple visit to the site, but without the application of administrative 
measures, in some cases can have a greater effect on the level of environmental 
compliance than penalties (OECD, 2017). 

However, this form of control and supervision does not fully meet the 
goal of ensuring a high level of environmental protection. Preventive control and 
supervision with a visit to the subject (object) of control and supervision in the 
field of environmental protection can be initiated only by the results of an un-
scheduled inspection (in compliance with all relevant requirements and with the 
application of all relevant consequences, including administrative sanctions). 
Verification when individuals and legal entities address specific facts about caus-
ing harm, including the environment, refers to unscheduled inspections, and not 
to preventive control and supervision with a visit to the subject (object) of control 
and supervision. 

The introduction of provisions on such a form of state monitoring of envi-
ronmental compliance as "site visits" is in demand. It is necessary to allow envi-
ronmental inspectors to visit Category I facilities suddenly (without a complex reg-
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istration and warning mechanism) when receiving a message from public associa-
tions in the field of environmental protection (public environmental control), with 
the possibility of short-term finding and monitoring production processes in order 
to determine their environmental compliance or, in case of non-compliance, warn-
ing the enterprise about them and providing recommendations for their elimination. 

Thus, the state inspector performs the function of an auditor who helps 
to identify nonconformities and is limited only to notifying the subject (orally or 
in writing) of an existing or potential nonconformity, without initiating adminis-
trative proceedings, issuing an order to eliminate violations and without applying 
rapid response measures, any administrative, law-limiting, or other coercive 
measures. In case of detection of an obvious fact of causing damage to the envi-
ronment, an unscheduled inspection should be scheduled by the grounds and pro-
cedure established in the legislation. Such a system will increase the probability 
of detecting environmental inconsistencies and ensure transparency of enterpris-
es' activities. 

In Kazakhstan, participation of public and NGOs in detecting non-com-
pliance with environmental requirements and in law enforcement is very epi-
sodic. Most often, NGOs use their right to signal to authorized state bodies about 
non-compliance by enterprises with environmental requirements. There is a de-
mand for elaboration and consolidation of provisions on increasing the role of 
public organizations and the public in the field of environmental control and law 
enforcement, strengthening the norms on public control. "Deficits in the promul-
gation and implementation of environmental legislation and citizen participation 
have been and will continue to be a major impediment to environmental protec-
tion and natural resource conservation and management in most developing coun-
tries. What is actually required is the enactment of effective environmental legis-
lation that encompasses environmental standards, management objectives, and 
priorities in a contextual domestic and global environment as well as a develop-
ment framework, with domestic law development in respect of liability and com-
pensation for environmental perturbations caused to individuals. Extensive 
measures coupled with a legal stance may be the option for the facilitation of 
effective citizen participation to equilibrate the prevailing elite domination of 
questions pertaining to technical policy making" (Chukwuma 1996). Moreover, 
as the studies have shown, corruption, poor enforcement, and the muzzling of civil 
society render the state incapable of resolving arguably its most significant envi-
ronmental challenge: illegal and unregulated resource use (Newell & Henry, 2016). 
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5. Social impact tools and analytical framework for violations 
For environmental enforcement to be effective and efficient, it must be based on 
a solid analytical framework. In addition, the principles of transparency, account-
ability, and public access to information must be applied in practice to ensure that 
penalties are fair. 

In addition to the tools of state influence, in OECD countries, great im-
portance is given to the social impact on the violator, which provides for manda-
tory publication of the results of inspections, which ensures better compliance 
with environmental requirements by control subjects, in order to avoid the risk of 
public pressure and loss of business reputation (Winter & May 2001, Short & 
Toffel 2008, Delmas & Toffel 2004). 

A particularly good example of a system for making such information 
public is the Online Enforcement and Compliance History website in the United 
States (hereinafter referred to as "ECHO"). This website provides information on 
environmental compliance and regulatory activities for approximately 800,000 
regulated entities across the country. It allows users to find information about 
authorizations, inspections, violations, enforcement actions, unofficial enforce-
ment actions, and penalties over the past five years. Because of ECHO, the public 
can monitor environmental compliance at the local level, corporations can moni-
tor compliance by their own enterprises, and it is easier for investors to take en-
vironmental activities into account in their decisions. Besides, it is important to 
note that public authorities in the United States may require companies to publish 
information on enforcement in the media at their own expense, which reduces the 
burden on public authorities (Bergeson 2003). 

As recommended by the OECD experts, Kazakhstan should pay more 
attention to the problem of asymmetry of information available to users. The var-
ious bodies should strive to create a single, consistent set of indicators that are mon-
itored with appropriate frequency and statistical reliability. They should prepare 
and submit periodic summary reports (including activity reviews) on inspection and 
supervisory activities. Reports should include data on ensuring compliance with 
the law by law enforcement agencies (courts, environmental prosecutor's office, 
and environmental police). Regular reviews of environmental enforcement 
should be carried out, in particular careful consideration of the deterrent effect of 
various penalties (OECD 2016). 

Environmental control data are collected regularly in Kazakhstan, alt-
hough the information collected is not sufficiently adapted to the needs of strate-
gic planning and is not made public to the extent necessary to ensure that the 
public exerts pressure on violators. Also, the principle of confidentiality of infor-
mation on inspection activities enshrined in the Environmental Code applies to 
all information on cases of law enforcement, and not only to information on fo-
rensic examinations and information on criminal cases. 
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It is reasonable to review the provisions on the confidentiality of infor-
mation on inspection activities to ensure the availability of information necessary 
to increase public participation in accordance with the Aarhus Convention. In this 
connection, it is possible to introduce the possibility for the court to impose on 
the violator the obligation to publish at its own expense in the media information 
about the penalties imposed on it and the measures taken/planned to eliminate 
environmental violations. It is appropriate introduction of the practice of regular 
publication of the relevant state bodies of analytical reports on the level and 
changes in the level of environmental compliance.  

6. Environmental responsibility 
Despite the introduction of important legislative changes, environmental liability 
for environmental damage in Kazakhstan remains focused on calculating and col-
lecting monetary compensation, rather than on preventing and repairing damage, 
reducing emissions over time, and encouraging the use of the best available tech-
nologies. 

The Environmental Code does not provide for the priority of eliminating 
damage before its monetary compensation. Moreover, the law explicitly provides 
that compensation for harm in kind is allowed only with the "consent of the par-
ties by a court decision". As a result, the financial compensation applied in Ka-
zakhstan actually remains an ineffective tool from an environmental point of 
view, since it does not perform an environmental or nature-preserving function 
because in most cases the consequences of damage caused to the environment are 
not eliminated and the money is simply "dissolved" in the state budget. In such 
a situation, a more effective, from an environmental point of view, and a more 
cost-effective way would be to oblige the subjects of control to finance the resto-
ration of the environment under the control of the state. 

In the environmental legislation of Kazakhstan at present, there is the 
concept that binds the responsibility of the perpetrator for the sole fact of exceed-
ing limits/standards, without requiring proof as the fact and amount of damage to 
the environment and causal relationships between actions and consequences. 

Economic assessment of environmental damage can formally be carried 
out by direct or indirect methods, depending on whether it is possible to com-
pletely eliminate the damage caused by environmental restoration measures. The 
Environmental Code establishes the priority of the direct method of assessing 
environmental damage over the indirect method, based on the fact that the indi-
rect method is used in cases where the direct method of economic assessment of 
damage cannot be applied. However, as law enforcement practice shows, the pri-
ority of the direct method is declarative. In the vast majority of cases, the author-
ized state body is forced to use an indirect method of assessing environmental 
damage (in particular, in the case of exceeding emissions and discharges). The 
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correctness of such calculations is often challenged in court because the calcula-
tion methods are not reliable enough. 

The liability for environmental damage provided for in most advanced 
countries (EU, USA) is compensatory (i.e. aimed at eliminating the damage 
caused), and not punitive in nature (Martin-Ortega et al. 2011, Zaredar & Zarkesh 
2012). In this regard, losses are calculated based on actual damage to restore the 
state that existed before the violation; the effect of penalties is limited and subject 
to the principles of reasonableness and proportionality, and the amounts of com-
pensation received can only be used for the restoration or replacement of a dam-
aged natural resource. Methods for calculating environmental damage require 
taking into account the actual and expected consequences of restoration 
measures, the ability of the ecosystem to restore itself. The key characteristic of 
the calculation mechanism is its concrete, not abstract nature: the amount of dam-
age to be compensated is calculated based on the plan for the restoration or re-
placement of this particular damaged natural resource. In EU countries, legisla-
tion prescribes that the pollutant must be identified, the damage must be specific 
and quantifiable, and a causal relationship between the damage and the pollutant 
must be found (Lindhout & Van den Broek 2014). 

In this regard, the norms on environmental responsibility should be re-
vised in strict accordance with the principles of" polluter pays " and the inevita-
bility of liability for violation of environmental legislation. There should be 
a strict "polluter pays" model based on the proven fact and amount of damage to 
the environment, establishing a causal relationship between the actions of the pol-
luter and the resulting negative consequences for the environment, as well as the 
use of only a direct method of assessing the damage in each case. The absence of 
an environmental permit should not be the basis for making claims for compen-
sation for environmental damage, since instead only administrative liability 
should be provided. At the same time, the necessary provisions should be intro-
duced to ensure the inevitability of environmental responsibility. 

7. Environmental monitoring 
World experience shows that the first step in solving environmental problems is 
to obtain objective information about the state of the environment. The only pos-
sible way to obtain such information is monitoring, that is, a system of observa-
tions, assessment, and forecast of the state of the natural environment. In the EU, 
the main purpose of environmental monitoring is to assess progress made as a re-
sult of set environmental goals, as well as to identify new environmental prob-
lems. The results are fundamental to environmental management in general, as 
the development and prioritization of environmental policies are based on the re-
sults of environmental monitoring (Lovett et al. 2007). 
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According to the Environmental Code of the Republic of Kazakhstan, 
state environmental monitoring (monitoring of the environment and natural re-
sources) is a comprehensive system of monitoring the state of the environment 
and natural resources, including using remote sensing data from space, to assess, 
predict and control changes in their state under the influence of natural and an-
thropogenic factors. The objects of state environmental monitoring are atmos-
pheric air, land, surface and underground waters, subsurface resources, flora, and 
fauna, as well as the climate and ozone layer of the Earth, ecological systems, and 
factors of environmental impact on public health. 

The Environmental Code provides for the formation of a Unified State 
System for Monitoring the Environment and Natural Resources (USSMENR), 
which is defined as a "multi-purpose information system", which is an incorrect 
definition, since the USSMENR includes, in addition to a single information sys-
tem, also relevant monitoring entities, infrastructure, and monitoring tools. Thus, 
a single information system USSMENR, conditions the creation of which are es-
tablished by Article 139 of the Environmental Code of the Republic of Kazakhstan, 
shall constitute a separate component USSMENR, be it information and commu-
nication platform, used for collecting, storing, keeping, processing and storage of 
results of environmental monitoring on the common methodological basis. 

Environmental and natural resource monitoring data is currently collected 
and processed by a large number of authorized bodies and organizations on their 
own information resources, which are often not integrated. To improve the effi-
ciency of the organization of state environmental monitoring and analysis of the 
collected information, it is necessary to accumulate the necessary environmental 
data on a single information resource (a single national database (bank) of environ-
mental monitoring data) that meets modern requirements in the field of information 
and telecommunications technologies, ensuring openness for information interac-
tion, including integration with existing and created information systems, and se-
curity taking into account the requirements of information security. 

In this regard, it is proposed to: 
 correct and clarify the corresponding conceptual framework; 
 adjust the list of monitoring objects taking into account the types of monitor-

ing currently available in Kazakhstan; 
 to provide a legal basis for the formation and to establish the necessary norms 

and mechanisms for the creation and effective functioning of a unified infor-
mation system USSMENR and developing a national database for environ-
mental monitoring and natural resources, including through the integration of 
information systems of the competent authorities for all existing types of state 
monitoring of the environment and natural resources into a single functional 
system, to update the list of data on the state of the environment and natural 
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resources, clearly define the necessary competence and mechanisms of inter-
action of all authorized state bodies and other interested persons to create and 
operate a single information system; 

 to formulate the principles of information disclosure, information exchange 
by participants within the unified information system of the Unified State 
Educational Standard on a gratuitous basis; 

 ensure the openness and accessibility of the obtained results of environmental 
monitoring. 

8. Environmental information and public access to environmental 
information 
It is necessary to continue work on improving the norms of environmental legis-
lation related to the collection, storage, processing, systematization, analysis, sci-
entific research, and provision of environmental information, as well as ensuring 
public access to it. Kazakhstan has ratified by Law No. 92-II of 23.10.2000 the 
Convention on Access to Information, Public Participation in Decision-Making 
and Access to Justice in Environmental Matters (Aarhus Convention). The Con-
vention recognizes the rights of the public to access information, participation in 
decision-making processes, access to justice in environmental matters, and im-
poses obligations on States Parties to ensure them. The convention links environ-
mental protection with human rights standards. 

The Aarhus Convention on Access to Information, Public Participation 
and Access to Justice in Environmental Matters represents a major new departure 
in international environmental law. For the first time, the vital contribution of in-
dividual citizens and NGOs in environmental decision-making is given legal 
recognition. The Convention defines new rights in three areas. It creates specific 
and detailed rights of freedom of access to a wide range of environmental infor-
mation held by national, regional, and local levels of government. Linked to this 
it requires States to take the initiative in publishing and disseminating information 
about the state of the environment. Secondly, it requires states to notify the public 
of proposals for environmental projects and programs, to allow sufficient time for 
meaningful consultation, and to take the views of the public into account in any 
decision-making process. Thirdly, these procedural rights are to be made legally 
enforceable - without excessive costs - through national courts or independent 
and impartial bodies (Morgera 2005).  

According to the Environmental Code, the State Fund for Environmental 
Information (SFEI) is maintained to provide state bodies, individuals, and legal 
entities with reliable information about the state of the environment and its ob-
jects, environmental impact factors, measures taken to protect it, prevent and re-
duce environmental pollution, and the use of natural resources. The management 
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of the SFEI is carried out by a subordinate organization of the authorized body in 
the field of environmental protection and includes measures for the collection, 
storage, processing, analysis, scientific research, provision, dissemination of en-
vironmental information, education of the population and nature users on envi-
ronmental protection and the use of natural resources. 

It is necessary to introduce into legislation norms and mechanisms for 
the formation and operation of a single database of environmental information 
(using modern digital technologies) in the following thematic areas: air pollution, 
air quality and ozone depletion, climate change, water resources, biological di-
versity, land resources and soil, energy, waste, including waste generation and 
hazardous waste management. 

Besides, it is necessary, taking into account the best international practice 
of implementing the principles of "circular" economy in the field of waste man-
agement, to expand the list of the required information on collection (including 
separate), transportation, disposal, and recycling of waste. To implement the 
above approaches, you need to define the necessary expertise and clear mecha-
nisms of interaction of the authorized state bodies and other stakeholders to pro-
mote and support a unified information system SFEI. Work is needed to harmo-
nize the provisions on public access to environmental information with the re-
quirements of the Aarhus Convention and other international obligations of Ka-
zakhstan. 

Over the years of independence, Kazakhstan has become a party to a sig-
nificant number of international treaties in the field of environmental protection. 
There is a demand for updating and supplementing environmental standards to 
harmonize them with all the country's international obligations on environmental 
protection. Results suggest a positive relationship between domestic environmen-
tal legislation with both international environmental agreements and preferential 
trade agreements (PTAs) with environmental provisions. This link is more robust 
for PTAs, mostly present in developing countries, more pronounced before rather 
than after the treaties’ entry into force, and shows significant variation depending 
on the issue area (Kaklauskas et al. 2019).  

9. Conclusion 
Summarizing the results of this review, the following main conclusions can be 
formulated. 

The environmental legislation of Kazakhstan does not clearly define the 
purpose of regulating public relations in the field of environmental protection, 
and the principles of legal regulation are not disclosed. The principles listed in 
Article 5 of the Environmental Code do not fully comply with the principles of 
international environmental law. 
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Kazakhstan has not approved and officially does not have its own (na-
tional) and independent environmental standards regulating the levels of anthro-
pogenic impact on nature and habitat, which form the basis of environmental reg-
ulation. Environmental legislation requires updating and improvement in order to 
harmonize it with all international obligations of the country on environmental 
issues. 

The main objectives of improving the legislation should be to establish 
a clear, transparent, non-discriminatory, effective, and stable regulation of rela-
tions in the field of environmental protection in order to ensure a favorable envi-
ronment for the population and create conditions for sustainable development of 
Kazakhstan, as well as to approach the standards of environmental regulation of 
the OECD countries. In particular, the introduction of new legal institutions that 
are successfully implemented in practice in the OECD countries (environmental 
assessment, strategic environmental assessment, integrated pollution prevention 
and control system and integrated environmental permits, waste management hi-
erarchy, etc.), creation of an effective system of economic regulation and incen-
tive mechanisms, improvement of the system of environmental monitoring, envi-
ronmental control and law enforcement, resolution of problematic issues related 
to waste management, environmental responsibility, historical pollution, full im-
plementation of the ecosystem approach, a higher level of ensuring the rights of 
the public to access environmental information and participate in decision-mak-
ing on environmental issues, development of the system of environmental audit 
and environmental insurance, optimization and updating of legislative regulation 
of relations related to greenhouse gas emissions, ozone-depleting substances, de-
fining the national legal framework for implementing the provisions of the Paris 
Agreement on Adaptation to Climate Change, as well as minimizing legislative 
contradictions and gaps, harmonizing norms with Kazakhstan's international ob-
ligations. 

The conclusions, proposals and recommendations contained in the man-
uscript have both theoretical and applied significance: they can be used in the 
legislative activities of the legislative bodies of Kazakhstan. The results of the 
study will be useful to researchers in the further study of the legislative process 
in the field of environmental protection, to pedagogical workers in the course of 
teaching environmental, constitutional, and natural resource law. 
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Abstract: In this present study, biodiesel was synthesized as per ASTM method by 
using algae as a raw material, which in the environment is considered as being 
a harmful waste and of a nature that blooms in ponds, lakes and reservoirs. In order 
to improve fuel quality, the transesterification process was carried out in this study 
so as to remove fatty acids and thereafter, analyze several fuel parameters of the 
biodiesel were determined. The calorific value of the biodiesel and its specific 
gravity was 42660 kJ/kg and 0.803 g/cm3 respectively. The viscosity of the sample 
was found to be 1.99. The cetane number of diesel fuel ranged from 40 to 55 and 
for the biodiesel it was found to be 47. The flashpoint and firepoint of the sample 
was recorded as 80°C and 94°C respectively. The conclusion is that it is worthy to 
mention that this process does not require high-end technology; hence, it could be 
used in the energy generation process in remote areas and as an alternative resource, 
as well. 
Keywords: biodiesel, diesel, algae, esterification, transesterification, residue 

1. Introduction 
Responding to dire warnings of the consequences of global climate change, re-
searchers worldwide have searched all over for renewable fuels that could be con-
sidered as being economically viable, technologically feasible, and environmen-
tally sustainable (Adenle et al. 2013). Bearing that in mind, during the last few 
years, the scientific community has had as an aim the reduction of greenhouse 
gas emissions, through a combination of improved energy efficiency, technology 
change and the use of renewable energy sources that could come from several 
different sources, such as: the sun, waste, water,  wind and wood.  

Currently, renewable energy is achieving ever more popularity due to 
several causes amongst which we could include an increase in the crude prices, 
which are going up day by day, and the phenomenon known as global warming, 
caused (amongst other reasons) by the burning of fossil fuels (Amin et al. 2016). 
Therefore, crude fossil petroleum could be substituted by algae biomass with the 
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intention of getting an eco-sustainable biodiesel production in the upcoming fu-
ture. In view of the constant diminishing supply, crude oil will continue to have 
a rise in cost. Analyzing from such a perspective enables the production of fuels 
from alternate sources to be quite more feasible. Continued climatic changes are 
also being furthermore increased by the constant use of fossil fuels, due to the 
release of environmentally potential noxious gases such as CO2. With the dwin-
dling reserves of fossil fuels, it is now more important than ever to search for 
transportation fuels that could serve as alternatives to crude oil-based fuels such 
as gasoline and diesel fuel. Biodiesel is a transportation fuel that has grown im-
mensely in popularity over the past decade. Furthermore, there are many sources 
for biodiesel feedstock, which include canola, castor, soy, palm and sunflower. 
Recently, scientists and academics from all over the globe speak frequently in 
relation to the ever-growing controversy about the use of potential food sources 
for the production of fuel. Looking from such a perspective, researchers have 
turned their attention from some of these popular feedstock and are currently in-
vestigating the use of alternative, non-food related feedstock such as the oil that 
comes from algae’s (Grace et al. 2010). 

Biodiesel is produced from microalgae that are the largest autotrophic 
microorganisms that could be produced in lesser amount of water than crops and 
besides that a better biofuel could be produced, because it does not require land, 
alongside it also converts more than 60% of its body weight in lipids (Christi 
2007). Researchers have estimated that microalgae produce 15-300 times more 
oil than crops (Christi 2007). Fossil fuels while burning emits CO, NOx, SOx, hy-
drocarbon and particulates which creates a significant amount of air pollution, 
when compared with CNG and biodiesel fuels (Yun et al. 2016, Liu et al. 2015). 
Around the world presently 934 million tons of diesel is consumed per year as 
a source of energy in various sectors (Kulkarni & Dalai 2006).  

Nowadays, biodiesel is also used in diesel engines and as a consequence 
the demand of biodiesel has increased considerably (Ramkumar & Kirubakaran 
2016). Biodiesel is composed of mono alkyl esters of long chain fatty acids and 
it is derived from vegetable oil (Zareh et al. 2017) or algae. Biodiesel is more 
beneficial when compared to conventional diesel. It decreases the carbon dioxide 
and pollutants emission from diesel engines, at the same time without needing 
a significant modification of the same utilized engine. Also, biodiesel has a high 
cetane number, therefore its performance is better in a diesel engine while com-
pared to a normal diesel fuel. Vegetable oil is produced from seeds and plants 
like palm, soybean, rapeseed, sunflower etc. (Fu et al. 2016, Focke et al. 2012, 
Berman et al. 2011, Ghosh et al. 2016). These raw materials are very costly (Jain 
& Sharma 2010) due to their demand in day to day consumption by human beings 
both for cooking and for running diesel engines. Also, large scale production of 
this edible oil would promote deforestation (Leung et al. 2010).  
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Although vegetable oil is used as a biodiesel (Arain et al. 2009, Evange-
lista et al. 2012, Silva et al. 2011), it has certain restrictions when introduced on 
the direct injection of engine types. It has a high viscosity, lower ignition point 
and also is less efficient while utilized in diesel engines. These types of problems 
could be solved, when biodiesel is produced from micro-algae. Microalgae could 
be described as being a readily available source of feedstock, coupled with the 
advantage of not competing with food or other oilseed crops used for arable lands. 
Furthermore, they thrive in contaminated water, freshwater, saltwater and sludge. 
As a matter or a fact, microalgae adapts well in different habitats not at all suitable 
for energy oil crops such as lakes, ponds, sea, and even on wastelands. Apart from 
that, micro-algal oil also contains quite high percentages of monounsaturated and 
saturated FAs that are very important from the standpoint of diesel fuel quality. 
This is because these problems with FAs could significantly reduce polymeriza-
tion of fuel during combustion. Therefore, from the standpoint of all these consid-
erations, Nannochloropsis, members of the marine green algae are considered as 
being remarkable candidates for biodiesel production and biomass productivity. 

The last few years witnessed a weaker global growth rate which was be-
low the average of 0.6 million barrels per day (b/d) from fossil fuels, reaching the 
lowest level since the mid-nineties of last century. Furthermore, energy derived 
from petroleum is expected to continue growing at a very slow pace. This will be 
due to the ever-increasing prices and gradual reduction of world governmental 
subsidies (B.P. statistical Review of World Energy 2012). On the other hand, the 
projected global supply of feedstock biofuels is expected to grow around 30% by 
2030. Apparently, one major candidate representing the renewable feedstock that 
has the potential to replace petroleum diesel in large amounts of places without 
incurring in the problem of affecting food supply chain, as well as other crop 
products is certainly the micro algal oil (B.P. statistical Review of World Energy 
2012, Demirbas & Demirbas 2011, Pienkos & Darzins 2009, Ehimen et al. 2010, 
Vicente et al. 2010, Shirvani et al. 2011). Most of the productive oil crops, such 
as canola oil, castor oil, palm oil and rapeseed do not reach the standards of mi-
croalgae in relation to being a potential provider of the global energy security so 
badly needed.  

However, since emerging nation´s economy depends mainly on agricul-
tural activities, the utilization of national resources for energy production is an 
extremely important issue. Diesel engines have been widely used as a power of 
engineering machinery, automobile and shipping equipment for its excellent driv-
ability and thermal efficiency. Diesel fuels could be used in heavy trucks, city 
transport buses, locomotives, electric generators, farm equipments, underground 
mine equipments etc. (Sekhar et al. 2018).  

One of the most attractive advantages is related to the fact that the cost 
associated with harvesting and transportation is quite low when compared to that 
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of other oil crops. Residual biomass post extraction offers different methods for 
improving sources of economics by utilizing it as a type of fertilizer or for pro-
ducing other types of high energy products (Ahmad et al. 2011). Microalgal bio-
diesel is considered a sustainably advantageous fuel due to the fact of being  
a carbon neutral fuel, in view of the photosynthetic fixation of atmospheric car-
bon dioxide. Microalgal growth actively utilizes 1.85 kg of CO2 for every 1 kg of 
dry biomass produced and the obtained biodiesel has properties, such as density, 
viscosity, flashpoint, cold flow and heating value similar to those of petrodiesel. 
Very few, if not none of the other potential sources of biodiesel are a true candi-
date to replacing petrodiesel utilization as microalgae, in view of the fact due to 
the environmental impacts that occur as a result of use of those other feedstocks 
as mentioned in scientific literature (Ahmad et al. 2011). 

The algae growth agitates the ecology of the water reservoir or local 
ponds and if removed then large amount of waste encroaches the land. This waste 
could be converted into significant resource. Moreover not much attention has 
been paid on solving the problem of algal proliferation and eutrophication occur-
ring in lakes and ponds or other surface water bodies, which are very rich in nu-
trients. Researchers around the world are working on diverse types of proper 
waste management techniques but very few have emphasized on how to redeem 
such a valuable waste.  

Alongside, there has been a postulation that oil content in microalgae 
contributed to the present day crude oil deposits that were formed some millions 
of years ago (Leung et al. 2010, Wang et al. 2011). Approximately, 650 billion 
barrels of crude oil energy equivalent is released by different types of microor-
ganisms on a yearly basis (Wackett 2008). Analyzing from such a perspective, 
microalgae definitely is a promising sustainable source of energy for the nearby 
future. 

In order to have an optimal yield, these algae need to have carbon dioxide 
(CO2) in large quantities in the basins or bioreactors where they grow. Algae can 
grow practically anywhere where there is enough sunshine. Different types of 
algae contain carbohydrates, lipids, nucleic acids, and proteins in varying propor-
tions. While the amount yield in relation to percentages significantly vary accord-
ing to the type of algae, there are some that are comprised up to 40% of their 
overall mass by fatty acids (Sheehan at al. 1998). The yield of algal oil is a most 
significant distinguishing characteristic and hence its biodiesel yield. Scientific 
literature shows some estimates, where the yield (per acre) of oil from algae is 
above 200 times the yield from plant/vegetable oils of great performance (Camp-
bell 2008, Sheehan at al. 1998). Therefore; considering the above mentioned facts 
in view a study has been carried out in order to utilize pond algae. It is a high 
lipid raw material which could be converted into biodiesel.  
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One could consider that a quite limiting path for the development of 
biodiesel production industry happens to be the lipid extraction process is based 
upon microalgae. As a matter or a fact, lipid extraction from microalgae is mainly 
performed by organic solventes. Therefore; not happening through conventional 
physical methods, due to several problems encountered, such as in breaking the 
cell wall, enabling that microalgae-based biodiesel production becomes 
unfeasible per example at industrial scale (Hidalgo et al. 2013). 

A Simultaneous procedure of lipid extraction, as well as 
esterification/transesterification is a technique of great value for biodiesel 
production through microalgae, as it permits extracting and converting fatty acids 
into fatty acid methyl esters (FAME) in a single step bypassing the use of large 
quantities of organic solvents used in lipid extraction as described in some 
researches (Jin et al. 2014, Wahlen et al. 2011). 

The obtained biodiesel could be tested for various parameters mentioned 
in the American Society of Testing Materials (ASTM) standards and further 
utilized in blend with diesel or directly in the vehicular purposes. Therefore, an 
attempt has been made to convert algae into biodiesel and performance of the 
diesel engine has been evaluated using biodiesel as a fuel. 

2. Materials and methods 
2.1. Biodiesel production 
The algae samples of species (Pediastrum boryanum) were collected from the Salt 
Water Ponds of Extremoz, a city in the state of Rio Grande do Norte, Brazil, 
21km from the state’s capital, Natal. Furthermore, they were collected for bio-
diesel processing and production. It is one of many species of tiny plants that are 
called "green algae". The thumb rule is that academics, researchers and scientists 
could cultivate microalgal strains that adapt to the reality of their local environ-
mental surroundings. 

The biomass obtained from Pediastrum boryanum could be considered as 
a suitable substrate for conversion into biofuels through a procedure known as 
algal recycling, enabling the process to be economically sustainable (Park & 
Craggs 2014). Apart from the fact that it happens to be a dominant species of the 
region where it was collected, in comparison for example with Botryococcus 
braunii, another potential species of algae with many scientific literature citations. 

Therefore, the use of endemic indigenous microalgal strains is highly rec-
ommended since these strains are already adapted to the local environmental con-
ditions (Mutanda et al. 2011, Xu et al. 2006). The overall laboratory conversion 
pathway, with sample photographs, is presented in Figure 1. 
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Fig. 1. Pathway of laboratory biodiesel production from Pediastrum boryanum  

 
Conditions of the culturing process directly influences characteristics of 

growth, as well as the cellular composition of microalgae, which results in 
different biomass concentration and productivity, not to mention the possible 
variation in lipids content, carbohydrates, proteins and other components 
(Chojnacka & Marquez-Rocha 2004). 

Prior to transesterification, the algae were washed with brine water to 
remove impurities and dried in an oven between 55 and 60°C. In relation to algae 
biodiesel, water content must be reduced to a bare minimum before the 
transesterification process. Common drying methods that are used include: drum 
drying, freeze drying, spray drying or sun drying.  

Freeze drying becomes very expensive in large scale production but does 
produce the most pure results (Mutanda et al. 2011).  

Algal hydrocarbon contents were measured using the following method. 
The wet slurry of Pediastrum boryanum was freeze-dried; 0.3 g NaOH was mixed 
with 28.8 ml methanol and stirred continuously for 24 minutes. The mixture of 
catalyst and methanol was poured to the algal oil in a conical flask and 
tranesterification process allowed to take place. The bio-oil was separated from 
the sedimentation by a flask separator. Bio-oil was washed with 5% sterile water 
until it became clean. Bio-oil was dried by using a dryer at temperature ranging 
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between 55-60°C. and kept under air for 12 hrs. Harvesting contributes 
approximately 20-30 percent to the total cost of producing the biomass. The 
treated samples after washing and drying are shown in Figure 1(a) and 1(b) 
respectively. The dried samples were grinded in the mortar and pestle to produce 
a fine powdered form.  

2.2. Process description of methodology used for biodiesel production 
Removal of oils could be done through solvent extraction using hexane. Hexane-
based solvent extraction is the standard method for lipid extraction from 
microalgae (Mutanda et al. 2011, Xu et al. 2006). Therefore, solvent extraction 
method was employed here being used for the extracting of biofuel, and the 
complete conversion of algae biomass to biodiesel. As per the ASTM method an 
equal volume of mixtures of hexane and diethyl ether were added to the powdered 
sample in a conical flask. Afterwards, the mixture was kept for 24 h settling and 
after settling, oil was separated from the residue by the filtering process.  

The obtained biodiesel was of slightly below the average quality and 
characteristics. Therefore, in order to improve the quality and characteristics of 
the obtained biodiesel transesterfication process was carried out. Biodiesel could 
be extracted when a sample of algae reacts with methanol and NaOH is used as 
base catalyst. In this method methanol and NaOH have been used as a catalyst 
and the mixture was stirred at a speed of 1500 rpm for 3 h. Thereafter, the solution 
was transferred to a separator funnel and allowed to settle for 15 h till a fine layer 
of biodiesel was formed and the oil residue settled at the bottom of the funnel.  

The biodiesel and residue were carefully separated and the weights of both 
were measured. The obtained biodiesel was washed with water to remove left out 
impurities and kept for drying for 12 h. The obtained biodiesel is pale yellow in 
colour, apart from having a strong alcoholic smell. The biodiesel yield was 
approximately 70% with the above mentioned process and described conditions. 

2.3. Fuel Characterization and comparison 
Biodiesel could be extracted from any type of biomass, however the extracted oil 
is to be verified by performing certain tests which determines the  significant 
parameters of fuel. Initially pH value and weight of the biodiesel were measured. 
The calorific value of the obtained biodiesel was determined using a Bomb Calo-
rimeter; Model Parr 6100. Thereafter, biodiesel was tested so as to verify the per-
formance of the diesel engine. The smoke characteristics and various electrical pa-
rameters were also determined at 10% blend of biodiesel with diesel. 

Biodiesel was characterized via: calorific value; density; viscosity; centane 
number; flash point; fire point; cloud point; pour point. To provide as basis of com-
parison, we obtained a series of edible oils from Blue Ville Santa Lúcia S/A and of 
non-edible oils from Sabão e Glicerina ltda, both located in São Paulo, Brazil. The 
instrument, and associated ASTM follows are given in Table 1. 
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Table 1. Instruments and ASTM methods used in biodiesel, diesel,  
and oil characterization 

Fuel  
Quality Instrument Temperature (T) 

Range 
Test 

Method 

Density Mettler Toledo Digital 
Density Meter DE 40 T < 90°C ASTM 

D4052 

Viscosity ISL Viscometer  
Model TVB445 T < 200°C ASTM 

D445 

Centane 
Number 

CID Fully automated  
Derived Cetane Number 

(DCN) Analyzer 

10° < T < 35°C; 
recommended  

15° < T < 25°C;  
80% relative hu-
midity at 35°C 

ASTM 
D6751 

Flash 
Point 

Semi-automatic  
Pensky-Martens 

Herzog Model HFP 362 
40°C < T < 360°C ASTM 

D93 

Fire Point Fully-Automatic Cleveland 
Fire Point Analyzer 25°C < T < 400°C ASTM 

D92 

Cloud 
Point 

HCP 852 Automated Pour 
and Cloud Point tester, 

230V, 50/60 Hz 
-80°C < T < 50°C ASTM 

D2500 

Pour Point 
HCP 852 Automated Pour 

and Cloud Point tester, 
230V, 50/60 Hz 

-80°C < T < 50°C ASTM 
D97 

Calorific 
Value 

Parr 6100 Bomb  
Calorimeter DT > 1.5°C ASTM 

D250-02 

2.4. Engine tests 
A single cylinder direct injection diesel engine, produced by MS Perry & Co. 
with specifications as detailed in Table 2, was used to compare the performance 
of conventional diesel with a blend of this diesel with 10 vol% biodiesel from 
Pediastrum boryanum. Such an engine is widely employed for agricultural 
purposes, as well as small and medium scale industrial applications. 
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Table 2. Specifications of I.C. engine used for study 

Parameter Specification 
Cylinders 1 
Bore x Stroke 95 x 110 mm 
Cubic Capacity 0.78 liters 
Compression Ratio 17.5:1 
Rated output as per BS5514/ISO  
3046/ISO 10001 5.9KW (8.0 HP) at 1500 rpm 

Starting Hand start with cranking angle 
SFC at rated hp/1500 rpm 251 g/kWh (185 g/bhp-hr) 
Lube oil consumption 0.8% of SFC max 
Lube oil sump capacity 3.7 liters 
Fuel tank capacity 11.5 liters 
Fuel tank re-filling time period Every 6.9 hours at rated output 
Engine weight (dry) without flywheel 118 Kg 
Weight of flywheel GENSET -64 kg 
Rotation while looking at flywheel Clockwise 

Power take-off 
Flywheel end Optional-Gear 
and half speed drive or Full 
Speed drive 

 
To ensure the engine was operating at steady state, it was allowed an in-

itial warm-up period of 10 minutes at a load of 60% while running the diesel fuel. 
After 10 minutes, the voltage, current, exhaust temperature, RPM, fuel consump-
tion and emissions were measured. When we obtained three sets of measurements 
within 1% of each other’s values, each at least 2 minutes apart, we assumed that 
the engine was operating at steady state. 

At this point, the load was increased to 100%, and the engine ran for 2 
minutes. Three measurements were taken, each 60 seconds apart at this load. The 
load was varied as: 40%, 0%, 80%, 20%; after each load change the engine ran 
for 2 minutes, and three measurements were again taken 60 seconds apart. To 
ensure confidence in our data and methods, we then varied the load as 100%, 
20%, 80%, 40%, 0%, and 60% of capacity, repeating the 2 minutes wait and three 
data points taken 60 seconds apart. Before beginning the bio-diesel blend run, we 
calculated an average and standard deviation for each data point at each load to 
make sure all data points were within 2 standard deviations of the mean. 
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Given the difficulty in producing large amounts of biodiesel in laboratory 
settings, we ran one set of varying loads, at 100%, 20%, 80%, 40%, 0%, and 60% 
of capacity, taking again 2 minutes to reach steady-state, and then three data 
points 60 seconds apart, for the 10% biodiesel blend. 

3. Results & discussion 
The goal of this work was to determine if Pediastrum boryanum, a locally avail-
able microalgae harvested in the state of Rio Grande do Norte, Brazil is a suitable 
candidate for biodiesel production, and to gauge its performance as a blended fuel 
in a single cylinder direct inject diesel engine. While there are many potential 
cultivable algal species that yield large quantities of lipids for biodiesel produc-
tion, the ability to identify indigenous species that could both be cultivated and 
sourced from algal blooms – as a way to remediate such events – is critical to the 
sustainability of biodiesel production for algae. 

After determining the fuel pararmeters, performance of the diesel engine 
was veryfied by using the algae biodiesel as a fuel. By performing such a test, the 
properties of the obtained biodiesel could be compared with that of conventional 
diesel and other edible and non-edible seed oils.  

3.1. Fuel parameter tests 
The generated biodiesel was tested for various fuel parameters, such as: (a) 
calorific value (b) density (c) viscosity (d) cetane number (e) flash point (f) fire 
point (g) cloud point (h) pour point. 

In order to understand the characteristics of the obtained biodiesel as 
a fuel, the same was tested for various fuel parameters. Therefore 1.5 l of 
biodiesel was obtained from 2.5 kg of algae sample. The calorific value and 
specific gravity of the biodiesel was 42660 kJ/kg & 0.803 g/cm3 respectively. 
While, the specific gravity of the normal diesel is 0.804 g/cm3 therefore, blending 
of diesel and biodiesel could be easily made.  

The viscosity of the sample as experimentally determined was 1.9985. 
High viscosity affects the flow characteristics of the oil causing improper 
atomization of the fuel and an incomplete combustion, therefore needing to be 
avoided (Bojan et al. 2011). 

The cetane number of diesel fuel as reported in literature (Bojan et al. 
2011, Nabi et al. 2008) ranges from 40-55, and the obtained value for the 
biodiesel was 47. Cetane number of biodiesel when above 40 could be justified 
in terms of fuel quality that the obtained biodiesel took less time in combustion 
while being compared to commercial diesel fuel.  

The standard value of flash point of a diesel fuel is 80°C. It is the 
temperature at which the fuel will continue to burn for 5 seconds after ignition in 
open flame. The flashpoint of the generated biodiesel was 94°C which was 
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slightly higher when compared with the standard value of diesel. However, 
flashpoint values of biodiesel obtained from various sources such as neem and 
jatropa as reported in literature lies between 120-214 (Bojan et al. 2011, Nabi et 
al. 2008). 

Another important parameter is cloud point which could be described as 
the temperature at which a dissolved solid is no longer in soluble form. In crude or 
heavy oil cloud point is used as a synonym of wax appearance temperature or wax 
precipitation temperature. The standard value of a cloud point of diesel is -5°C. 

The pour point of the liquid is the lowest temperature at which it loses its 
fuel properties and semi-solidifies. In crude oil it occurs due to the high paraffin 
content. The pour point of the generated bio-diesel comes out to be -7°C which 
is slightly lower when compared with standard values of commercial diesel. 

3.2. Comparative study of the fuel parameters 
The fuel parameters of biodiesel generated from algae, edible & non-edible oil 
has been studied, compared and summarized in Table 3. The values depicted in 
Table 3 indicated that: 
a. The calorific value of the algal biodiesel as determined was 42857 KJ/kg 

which is the highest among the non-edible and edible oils, with the exception 
of palm oil. However, the calorific value of the diesel and other biodiesel as 
reported in the scientific literature lies between 35000-40000 KJ/kg 
(Karmakar et al. 2012, Bojan et al. 2011, Nabi et al. 2008). Therefore, the 
value of the obtained gross biodiesel was higher than that reported in literature 
and was a good indication of the fuel value in terms of energy. 

b. The specific gravity of the algal biodiesel was lesser when compared to edible, 
non-edible oils & diesel. The specific gravity of a substance is the ratio of the 
density of the substance compared to the density of the reference substance. 
It is a dimensionless quantity and usually water is taken as a reference sub-
stance keeping the temperature and pressure constant.  

c. The viscosity of the algae biodiesel was 1.998 which was lesser than diesel 
and other edible and non-edible oils. The lesser the viscosity better is the pour 
point and its functionality in the diesel engine. The process of upgrading is 
done because of the high viscosity of the bio-oils. This indicated that the qual-
ity of algal biodiesel is better than those of other fuels and oils. 

d. Cetane number of the algal biodiesel was 50 which could be well compared 
with other fuels such as diesel which has a value of 49. Also most of the bio-
fuels or oils lies within a similar range.  

e. Flashpoint of the algal biodiesel as determined is 80 which are slightly higher 
than the 56 value of diesel. Flashpoint of the generated biodiesel was 94 which 
is also more than that of diesel which was 64, however lesser than that of other 
biodiesel and oils. This also indicated the better quality of algal biodiesel than 
other biofuels and oils. 
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The value of the cloud and pour point of the algal biodiesel was -5°C and 
-7°C respectively and cloud and pour point of the diesel was -8°C and -20°C 
respectively. The value of cloud point and pour point as compared to biodiesel is 
not much appreciable. Therefore, certain tests needs to be performed for 
improving these factors as the fuel may tend to freeze at low temperatures. It 
means diesel could work nicely at lower temperatures. These results are 
summarized and shown in Table 3. 

 
Table 3. Properties of biodiesel produced from pediastrum boryanum as compared to 
diesel used in engine tests and selected edible and non-edible oils 

 

3.3. Mechanical & thermal parameters 
After determination of the fuel characteristics, algal biodiesel was introduced in 
the diesel engine so as to obtain thermal and mechanical parameters. During the 
combustion, 10% of algal biodiesel was blended with 90% of diesel. During the 
experiment, the following parameters were determined:  
a) Brake Specific Fuel Consumption: In engine test, brake specific fuel con-

sumption is measured as mass of fuel consumed per unit time per brake horse 
power. If brake specific fuel consumption of one fuel is less than other fuel, 
it means one liter of oil produce more brake horse powers that other fuel. It 
is represented as BSFC.  
Brake Specific Fuel Consumption = Mass of Fuel Consumed per Unit Time 
/ BHP 
The power developed by engine after varying load for diesel and biodiesel 
indicates that maximum power is higher in case of Diesel (3.982 KW) as 
compared to biodiesel (3.741 KW). This is due to the synergy of calorific 
value, oxygen content and viscosity. 

Edible oils Pro e rty Diesel Algal Non-edible oils 
p Biodiesel TPSO Jatropha Pangumia Mahua Neem Corn Palm Cotton Mustard Sunflower Rice bran 

Calorific 
value 43200 42660 4252 42250 42334 42062 41905 41905 42857 42150 42102 41260 42125 
(kJ/kg) 
Specific Gravity 0.804 0.803 0.828 0.816 0.821 0.815 0.829 0.820 0.826 0.838 0.823 0.825 0.828 

Viscosity 
@40°C 3.90 2.00 6.50 4.84 6.40 4.80 6.80 4.50 5.30 5.87 5.60 5.20 5.80 
(cSt) 
Cetane 
number 49 50 51 48 50 47 50 51 48 50 47 48 47 
(OC) _ 
5,13;t 56 80 88 92 95 85 87 78 81 88 86 79 87 

3131301” 64 94 95 96 98 92 93 85 87 95 90 82 96 

(Eloud po”” -8 -5 -6 -3 -5 -4 -6 5 8 -1 3 5 2 
(C) 
Pour po”” —2o —7 -18 -16 -17 -14 -16 -2 -3 -7 -5 -3 -8 
("C) 
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b) Exhaust gas temperature: Exhaust gases are emitted as a result of the com-
bustion of the fuel in an engine. According to the type of the fuel utilized 
during the combustion exhaust gas is discharged in the atmosphere. Exhaust 
gas temperature is a significant parameter of a catalytic converter of an inter-
nal combustion engine. 

c) Carbon monoxide: Carbon monoxide is formed during the combustion pro-
cess, when insufficient air (oxygen) is supplied to the fuel. Due to insufficient 
supply of the air, generation of heat decreases and fuel does not burn 
properly. Mechanical efficiency decreases and brake specific fuel increases.  

d) Carbon content: Complete combustion of hydrocarbon fuel results into water 
and carbon dioxide. Release of carbon dioxide in the environment is quite 
noxious to the atmosphere. Therefore it is important to calculate the amount 
of carbon content in a fuel. 

e) Unburnt hydrocarbon: The hydrocarbon content varies from methane to the 
heaviest solid hydrocarbons. It remains in the vapor phase at about 190°C. 
Hydrocarbons heavier than this therefore condenses and with the solid-phase 
soot, are filtered from the exhaust gas stream upstream of the detector. The 
composition of the unburned and partially oxidized hydrocarbons in the die-
sel exhaust is much more complex than any other fuel in spark ignition engine 
and extends over a larger molecular size range. Engine idling and light load 
operation produces significantly higher hydrocarbon emissions than full-load 
operation. 

f) Nitrogen oxides: Nitric oxide and nitrogen dioxide are grouped together as 
NOx emission. Nitric oxide is the predominant oxide of nitrogen produced in 
the engine cylinder. NOx discharge of blank diesel and biodiesel B10 increase 
with the increase of torque. NOx discharge increases with the increase of add-
ing biodiesel at the same torque. When biodiesel is added into diesel, it means 
more of the oxygen element is added into the diesel, so NOx discharge grad-
ually increases. There are reports about the fact that NOx emission increases 
from 1.5% to 9.5% when B100 is used instead of B20 (Bojan et al. 2011). 
Neat biodiesel contains about 9.5-11.5% oxygen in its molecule. This addi-
tional oxygen is responsible for higher NOx emission. However, Nabi et al. 
(Nabi et al. 2008) had investigated the combustion and exhaust emissions 
with diesel fuel and diesel-NOME blends (5%, 10%, and 15%). He found 
that exhaust emissions including smoke and CO were reduced, while NOx 
emission was increased with diesel blends for all the injection timing, com-
pared with conventional diesel fuel. It was reported that NOx emissions in-
creases 10% in comparison to diesel when B50 blend of neem methyl ester 
was used (Mathiyazhagan et al. 2011). 

g) Smoke number: It quantifies the emission of the smoke. It is a dimensionless 
quantity.  
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h) Oxygen content: Carbon dioxide, water vapor and heat energy are produced, 
when petroleum fuel burns in the presence of oxygen. Alternative fuels like 
biodiesel contain oxygen molecules as well as hydrogen and carbon. This 
promotes complete combustion. Therefore, less amount of soot, carbon mon-
oxide and hydrocarbon are released enabling it to become a cleaner fuel. 

 
Thermal and electrical parameters were determined and tabulated in 

Table 4. The tests were performed at a blend of 10% algal biodiesel with 90% 
diesel. The overall efficiency of the engine coupled electric generator at different 
load conditions were measured and summarized in Table 4. 

 
Table 4. Thermal and electrical parameters of 10% blend of algal biodiesel with varying 
load condition 

Load Voltage 
(V) 

Current 
(A) 

Exhaust  
temperature (°C) RPM 

Time for fuel  
consumption  

(20 ml) in sec. 
0 240 1 204 1580 138.86 
20 246 44 233 1544 91.92 
40 244 86 280 1495 73.37 
60 234 125 343 1468 56.23 
80 248 17.3 378 1440 40.20 

100 232 20.8 445 1436 25.35 
 
It was evident that the overall efficiency using biodiesel as a fuel was 

higher than the overall efficiency of the engine using diesel as fuel at all load 
conditions. This was mainly because of the oxygen content available in the 
biodiesel which improves the combustion process.  

The obtained results indicated that biodiesel could be utilized in the place 
of diesel. Some experiments were essential to observe the performance of the 
vehicle at variable load starting from 0 to 100 Watts. At low load conditions, an 
engine works well, but as soon as the load increases, smoke capacity and exhaust 
temperature increases and rotation per minute (rpm) decreases.  

The consumption of the fuel was steady up to 60 watt but after that the 
consumption of fuel increased significantly. Emission rate also increased with 
increasing load, at full load rate, the emissions increased significantly.  

The emission produced at the full load was black because of incomplete 
combustion, however the characteristics of the emissions at low load was 
promising. The emission rate of the biodiesel did not deviate much from the 
emissions in the case of diesel.  
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Also after combustion, petroleum fuel generated significant amount of 
ash particles when compared to biodiesel which generated a very little amount of 
ash. Therefore, it could be inferred that petroleum fuel operated vehicles are far 
more damaging in terms of pollution to the atmosphere than when compared to 
those of algae biodiesel. 

3.4. Engine performance: blend vs. diesel 
The exhaust temperature as a function of engine load for 10% biodiesel blend 
ranged from 204°C with no load to 445°C with 100% load, and for the diesel 
from 212°C to 436°C. As shown in Figure 2, the exhaust temperature and applied 
engine load are linearly correlated for both the biodiesel blend (at R2 = 0.98) and 
diesel fuel (R2 = 0.99). 

 

 
Exhaust temperature and engine RPMs as a  function of applied load; (�) Blend Temp; 

(�) Blend RPM; (�) Diesel Temp; (☐) Diesel RPM 

Fig. 2. Engine performance with 10% biodiesel blend (circles) as compared  
to pure diesel (squares) 
 

The correlation between load and engine RPM is not as high (R2 = 0.95 
and R2 = 0.81 for blend and diesel, respectively). Interestingly, though exhaust tem-
perature appears to increase linearly with applied load, and the opposite for engine 
RPMs, there appears to be little difference between the blended and pure diesel. 
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That is, the values at each engine loading (correlating to intercept) are 
within 6% and 2% for temperature and RPM, and relative magnitudes of change 
(i.e. the slopes for each correlation) are only 4% and -8% different for tempera-
ture and RPM, respectively. In this sense, there is no penalty for using a blended 
biodiesel. 

4. Conclusion 
Algal blooms grows on the water bodies, such as water reservoir and ponds, as 
a consequence this stagnated water could be considered as being a harmful waste 
and instead could be utilized as a one of the best sources for biodiesel production. 
This process does not require high end technology hence being able to be used in 
energy generation processes in remote areas.  

The calorific value of produced biodiesel could be found within the range 
of 5429-6438 cal/g, which indicates lower caloric value when compared to petro-
leum fuel. Afterwards, this oil was blended with diesel, furthermore being ignited 
in a single cylinder diesel engine to analyze the performance of the diesel engine. 
Thermal and electrical parameters were determined in this current paper and tests 
performed using algal biodiesel blend with diesel. The obtained results indicated 
that biodiesel could be comfortably utilized in the place of diesel. The power de-
veloped from an engine using biodiesel as a fuel was 6% less as compared to 
diesel because of the lower heating value of the biodiesel. 

It is inferred that as per ASTM standards the fuel characteristics of algae 
biodiesel can be very qualitative when compared with diesel, biofuels and oils. 
One advantage of diesel, when compared to algae biodiesel is that it could work 
at a very low temperature; it will not freeze, however biodiesel freezes at very 
low temperatures. Therefore such a parameter of this type of biodiesel fuel needs 
to be improved in future so that this fuel could be utilized for various commercial 
purposes. Biodiesel has been produced from pond algae and its fuel – properties 
are in accordance with the ASTM standards, therefore, algae biodiesel could be 
used in the diesel engine.  
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The research conducted using the hedonic regression allowed for the identification 
of crucial evidence that aircraft noise negatively affects the property transaction 
prices. 
Keywords: aircraft noise, property prices, hedonic methods 

1. Introduction 
Noise generated by aviation, as well as any additional, ancillary activities, con-
stitutes an important issue, particularly for market participants, potentially inter-
ested in purchasing premises in the vicinity of the airport (Bishop & Laing 
2020). It should be noted that, over the past years, as a result of substantial, 
technological progress, the noise from a single aircraft has been significantly 
reduced (Zellmann et al. 2019). Activities aimed at reducing noise emissions 
occur, among others, in connection with the implementation of the principles of 
sustainable development, which nowadays rise in importance (Dube & Nhamo 
2020). However, it should be emphasised that, over the last years, along with 
the reduction of noise emitted from a single aircraft to the environment, air 
transport has been gaining in importance (Zhang & Graham 2020). As a conse-
quence, despite the technological progress, the absolute value of noise emitted 
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to the environment from aviation activities has not decreased. In places particu-
larly exposed to noise, it is extremely important to conduct activities involving 
the local spatial structure, aimed at reducing the negative impact of noise, gen-
erated by the transport industry (Podawca & Staniszewski 2019). 

Air transport is considered to be the safest means of travelling, fulfilling 
the fundamental demands of sustainable transport and enabling fast and accessi-
ble for everyone movement between distant countries and continents (Bobrova 
& Stepanov 2019). Regardless of the presented, indisputable advantages of this 
form of transport, it also generates many crucial, economic and social costs. The 
most significant costs of such transport are borne by the residents of properties, 
located in the vicinity of large, international airports, as well as smaller, local 
ones. An increased number of flights, combined with their duration, directly 
affect the amount of noise emitted, which, in turn, results in a significant deteri-
oration in the living conditions of the owners of properties adjacent to the air-
port (Eves & Blake 2016). It is important to examine the consequences of the 
airport's proximity on people residing in the area of its impact. 

This paper aims to examine the impact of aircraft noise on the value of 
properties. The property market is unique, while the premises are considered to 
be specific goods, characterised by several individual features, including eco-
nomic, legal, environmental and institutional ones. The property value, depend-
ing on its type, is influenced by its direct features (technical condition of the 
building, the parcel's size, finishing standard, etc.) and attributes considering the 
condition of the property's immediate surroundings, i.e. the quality of recrea-
tional areas, air pollution, vicinity of troublesome industrial facilities, etc. 
(Radzewicz & Wiśniewski 2012). The proximity of airports is also placed 
among the most important, indirect factors (Batóg et al. 2019). Complete anal-
yses determining the impact of significant factors on the property value should 
involve factors from both the first and the second group. 

2. Literature review 
The activity of airports generates a number of social and economic consequenc-
es. Noise emitted from the airport's operation constitutes one of the most signif-
icant social costs, which directly affects residents of the impact zone. One of the 
available methods for examining the magnitude of the said costs consists in the 
analysis of changes in the value of properties located in the vicinity of the air-
port. Most frequently, such an impact is determined based on the preferences of 
the property market's participants, including transactional data concerning pre-
vious sales. The analyses usually apply models of hedonic price or multiple 
regression (Trojanek et al. 2017, Winke 2017, Thanos et al. 2012). 

To analyse the impact of excessive exposure to noise on the property, 
the study employed the NDI (Noise Depreciation Index), defined as 
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a depreciation/amortisation index or the NSDI (Noise Sensitivity Depreciation 
Index), understood as an index of sensitivity to the decreasing values. The basic 
objective of both these indicators is to determine how the price of the property 
is affected by a 1dB change in the noise level. The subject literature, assessing 
the impact of noise on the value of properties has been previously analysed 
(Nelson 2004, Schipper et al. 1998, Bateman et al. 2001, Wadud 2013, Trojanek 
et al. 2017, Kopsch 2016) (Table 1). 

 
Table 1. A summary of literature reviews conducted in relation to the NDI 

Author/ 
authors NDI Study  

period Area of the study Scope of 
the study 

Nelson 0.28-1.49% 1969-1993 USA, Canada 23 airports 
Schipper 

et al. 0.1-3.57% 1967-1996 USA, Canada,  
Australia, UK 19 airports 

Bateman 
et al. 0.29-2.3% 1960-1996 USA, UK, Canada, 

Australia 30 reviews 

Wadud 0-2.3% 1970-2007 

USA, Canada,  
Australia, UK,  

Netherlands, France, 
Switzerland, Norway 

65 reviews 

Trojanek 
et al. -0.8-2.12% 1995-2014 

China, Switzerland, 
Netherlands, Germany, 

Greece, Poland,  
Thailand, France 

14 reviews 

Kopsch 0.13-2.3% 1960-2009 

Australia, UK, USA, 
Germany, Thailand, 

Netherlands, Canada, 
Switzerland 

44 reviews 

The presented NDI values reach different levels for various countries 
and individual airport examples. Therefore, it can be concluded that the prices 
of premises react differently to the proximity of the airport, which may be di-
rectly related to one of the main characteristics of the property market – its local 
character. The size and manner of impact may be furthermore associated with 
the scale of the airport, the spatial structure of existing buildings, different 
forms of noise measurement and the economic development of the country 
(Wadud 2013). 
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Analysing some of the recent studies regarding the impact of noise on 
the prices of properties located in the vicinity of airports, it can be noticed, that 
the majority confirms the negative influence of airport proximity on the said 
values (Chalermpong & Klaiklueng 2012, Püschel & Evangelinos 2012, Nguy 
et al. 2014). The exceptions are two studies (Huderek-Glapska & Trojanek 
2013, Trojanek 2014) including the case of the Warsaw airport, in which, con-
trary to other studies, apartments and houses located closer to the airport were 
evaluated higher. Within the analysed studies, the obtained NDI values reached 
between -0.8 and 2.12% per 1 dB. It should be noted that a direct comparison of 
indicators received for the purposes of those studies may be misplaced, due to 
disparities in the type of the analysed properties, different methods of noise 
measurement, as well as various sources of data. 

3. Area and material of the study 
3.1. Area of the study 
Poznań, located in the central-western part of Poland, constitutes the central 
part, as well as the capital of the Wielkopolskie Voivodship. According to the 
Statistics Poland, the city is inhabited by 533,830 residents (as of August 2020). 
The city area amounts to 261.9 km2. 

 
Fig. 1. The location of airports in Poznań. Source: own study 
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There are two airports in Poznań: Poznań–Ławica Henryk Wieniawski 
Airport (in the western part of the city) and the 31st Air Base, known as the 
Poznań-Krzesiny Airport (in the southern part of the city), owned by the Na-
tional Air Force Command (Fig. 1). 

Poznań-Ławica Henryk Wieniawski Airport was opened in 1945. The 
total area of the airport amounts to 310 ha, while its capacity reaches 3 million 
(the airport is capable of providing service to 3 million passengers each year). In 
2019, the airport held a total of 31,923 air operations (Fig. 2A), within which, 
2,379,635 passengers took advantage of flights (Fig. 2B). 

A 

 

B 

 
Fig. 2. The number of air operations at Poznań-Ławica Airport in 2009-2019 (A), total 
air traffic at Poznań-Ławica Airport in 2009-2019 (B) 

 
Poznań-Krzesiny Airport is located within the are of the Military Unit 

No. 1156. The 31st Tactical Air Base is located in the same area, approximately 
8 km from the city centre. Data obtained from the Environmental Noise Protec-
tion Programme for the City of Poznan in 2018 indicate that, in 2016, the total 
number of air operations occurring at the military airport increased by 12.5%, 
compared to 2011. 

 
Fig. 3. The number of air operations at Poznań-Krzesiny Airport in 2011 and 2016 
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3.2. Study material 
The following study is based on two groups of source data. The first, basic 
group, consists of data obtained from the Board of Geodesy and Town Cadastre 
"GEOPOZ" in Poznań, on the residential property transactions concluded in the 
city in 2020. The framework of this study does not involve property transac-
tions, concluded in particular conditions, i.e. in non-market conditions, such as 
sale with a delayed date of release of the property to the buyer, or in the event of 
a bailiff's auction. 

Transactional data obtained from the Board of Geodesy and Town Ca-
dastre in Poznań were based on notarial deeds. The basic information collected 
in this database includes data on the transaction date and price, surface area (of 
the apartment), area of auxiliary premises, as well as information regarding the 
floor on which the dwelling is located. An attempt to determine factors that 
significantly affect the value of a property on the sole basis of data from such 
a register cannot be considered an acceptable approach, due to the unique nature 
of the property, according to which, its value is influenced by several attributes, 
undefined in the said register. To eliminate the problem related to the absence of 
complementarity data, additional information about the analysed properties, 
including the nearest neighbourhood and detailed location, was obtained. 

The second group of source data consists of the information derived 
from the noise map of Poznań from 2017, related to aircraft noise occurring 
within the areas of restricted use of the Poznań-Ławica Airport and the Poznań-
Krzesiny Airport. 

The restricted use area of the Poznań-Ławica Airport constitutes an en-
velope of noise isolines with specified acceptable values, indicated separately 
for daytime and nighttime. The external zone is limited by: from the outside  
– a balanced sound level isoline of LAeq = 55dB for daytime and LAeq = 45 dB 
for nighttime (for noise generated by an aircraft landing, take-off and flight). In 
the case of noise from other aviation-related sources, the isolines assume the 
levels of LAeq = 50 dB (daytime) and LAeq = 40 dB (nighttime). From the 
inside, however, the zone is limited by a line constituting the envelope of the 
inner region of the restricted use area. 

The internal zone of the area is limited by: from the outside – a balanced 
sound level isoline of LAeq = 60 dB for daytime and LAeq = 50 dB for nighttime 
(for noise generated by an aircraft landing, take-off and flight). In the case of 
noise from other sources related to aviation activities, the isolines assume the 
levels of LAeq = 55 dB (daytime) and LAeq = 45 dB (nighttime). A line running 
along the border of the airport area limits the zone from the inside. 

The restricted use area of the Poznań-Krzesiny military airport is divid-
ed into three zones. Each zone strictly defines requirements on, among other 
aspects, the purpose of the land, the manner in which the land is used and tech-
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nical requirements for constructions. Zone I is located in the area of Poznań, as 
well as the municipalities of Luboń, Komorniki and Kórnik. Zone II covers the 
city of Poznań, as well as the municipalities of Luboń, Kórnik, Mosina and 
Komorniki. Zone III involves the largest area, including Poznań, as well as mu-
nicipalities of Luboń, Komorniki, Puszczykowo, Stęszew, Mosina, Kórnik, 
Kleszczewo and Środa Wielkopolska. 

4. Research methodology 
The method of statistical analysis has marginal importance in the process of 
property valuation. In everyday practice, the valuers employ it in an extremely 
limited extent. On the other hand, however, analyses of the property market 
based on mathematical statistics find many applications, as well as enable relia-
ble and effective market characterisation established on unambiguous indica-
tors. The most frequently applied methods based on statistical analysis include 
models, such as hedonic, regression, spatial analysis and artificial neural net-
works (Trojanek et al. 2017). 

In the property market analyses, hedonic methods have been successful-
ly used since the 20th century (Rosen 1974). The basic aim of such models con-
sists in answering the question of how the analysed, specified factors influence 
the property value. The main idea of hedonic models involves the assumption 
that the price of a certain good (in this case – a property), is characterised by 
several selected attributes. As a result, the hedonic model allows determining 
the value of the analysed features, as elements of the whole, i.e. the property 
price. The assumed property characteristics, such as the level of aircraft noise or 
location, constitute the explanatory variables. The property price will result 
directly from the selected explanatory variables. 

C = 0 + ∑ ௄௜ୀଵ i Xi + u (1) 

where: 
C – property price, 
 – regression coefficient, 
X – the value of the analysed attribute, 
u – random error. 

In the analyses of the property market using the hedonic models, the 
most commonly applied is the regression function, based on the natural loga-
rithm, resulting from the possibility of changing the value of a certain feature 
proportionally to the changes of others. However, in the case of linear models, it 
is possible only to determine the influence of the selected feature's improvement 
(e.g. the finishing standard for all properties in the analysed set), without speci-
fying the impact of the improvement in the standard of apartments with, for 
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instance, different surface areas. Further advantages of the logarithmic function 
consist in straightforward interpreting of coefficients, as well as eliminating the 
problem of random element variability (Trojanek 2014). Therefore, the follow-
ing study is also based on a logarithmic model.  

Moreover, the key issue consists in the selection of features that most 
significantly affect the property price. One of the basic functions of properties is 
their diversity, which entails, among other things, that attributes affecting the 
value of a given type of property are not necessarily relevant for premises of 
different types. In the case of residential properties, the most important features 
appear to involve location, neighbourhood, form of ownership, upper-floor loca-
tion and surface area (Radzewicz & Wiśniewski 2012). The following study 
analyses an additional feature, defined in the property price – the level of noise 
emitted from air transport. Considering the above-mentioned assumptions, the 
hedonic function of the price may be presented in the following manner: 

 
ln(C) = f (location, neighbourhood, the form of ownership,  
upper-floor location, surface area, aircraft noise) (2) 

5. Results 
To determine the impact of aircraft noise – imposed by the location of the prop-
erty in the restricted use zone – on apartment prices, the paper collected infor-
mation on the transactions of residential premises within the city of Poznań, 
from the first to the fourth quarter of 2020.  The data were initially used to con-
duct a preliminary analysis of correlations between aircraft noise and the prop-
erty market in 2020 in Poznań. 

The analysis shows that only two transactions originate from the area 
located in the airport's immediate vicinity, namely the premises in Jeżyce, 
which are partly situated in the zone of the restricted use of the Poznań-Ławica 
Airport. A total of 168 transactions were recorded in the zones of limited exter-
nal use in both Poznań-Ławica and Poznań-Krzesiny airports, the highest num-
ber of which occurred in Grunwald (57) and Jeżyce (41). Outside the restricted 
use zones of both airports, the study collected data on 1380 residential unit 
transactions, mainly from districts of Rataje (161), Nowe Miasto and Wino-
grady (145). In total, data on 1550 transactions were recorded, while the vast 
majority involved premises located outside the restricted zones (Table 2). 
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Table 2. The number of offers regarding residential units in each district of Poznań 

District 
Inside the zone 

Outside the zone  Total Zone I Zones II and III 
Central Poznań 0 0 111 111 

Górczyn 0 35 86 121 
Grunwald 0 57 80 137 

Jeżyce 2 39 79 120 
Łazarz 0 29 84 113 

Nowe Miasto 0 0 145 145 
Piątkowo 0 0 130 130 

Rataje 0 0 161 161 
Sołacz 0 8 55 63 

Stare Miasto 0 0 109 109 
Wilda 0 0 109 109 

Winiary 0 0 86 86 
Winogrady 0 0 145 145 

Total 2 168 1380 1550 
 
To initially verify the impact of aircraft noise on the transaction price, 

a median of prices was determined in districts, where the offers occurred within 
the restricted use zone (Table 3). 
 
Table 3. The median of offer prices inside and outside the restricted use zone, including 
the districts of Poznań 

District Inside the zone Outside the zone The median  
difference (%) 

Górczyn 6954 7679 -9.44 
Grunwald 6242 6990 -10.70 

Jeżyce 6298 7400 -14.89 
Łazarz 5882 6990 -15.85 
Sołacz 7950 8789 -9.55 

 
In each of the analysed districts, the median of property transactional 

prices is lower among those located in the restricted use zone, compared to 
those located outside the zones. However, based on the median of prices, one 
cannot derive any significant conclusions about the influence of the analysed 
factors on the property price, as it does not include the most important features 
that significantly determine the price. 
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A multi-factor analysis of the price function was applied in order to in-
clude several analysed factors affecting the property price. With regard to prop-
erty prices, the most frequently used is the hedonic method. Therefore, to de-
termine the impact of the restricted use zone on property prices, the hedonic 
regression was conducted. The selection of variables applied in the model re-
sulted, among others, from the availability of data. The study used the following 
variables: location, neighbourhood, the form of ownership, upper-floor location, 
surface area and aircraft noise (Table 4). 
 
Table 4. The values of qualitative and quantitative variables applied in the model 

Variable Symbol Characteristics  
of the feature 

Location  
(district) 

d1 – Poznań Centrum,  
d2 – Górczyn,  
d3 – Grunwald,      
d4 – Jeżyce, 
d5 – Łazarz,  
d6 – Nowe Miasto, 
d7 – Piątkowo,  
d8 – Rataje,   
d9 – Sołacz,  
d10 – Stare Miasto,   
d11 – Wilda,  
d12 – Winiary,  
d13 – Winogrady 

13 variables were assumed 
– if the property is located 
in a given district, it adopts 
the value of 1. For the re-

maining variables, the value 
amounts to 0. 

Neighbourhood s1 –  neighbourhood 

One variable was assumed. 
If the apartment is located 
in a well-developed neigh-
bourhood, it receives the 
value of 1. Otherwise, the 

value amounts to 0. 

Form  
of ownership w – ownership 

If the apartment is the sub-
ject of ownership, it re-
ceives the value of 1.  
Otherwise, the value 

amounts to 0. 
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Table 4. cont. 

Variable Symbol Characteristics  
of the feature 

Upper-floor 
location pp – upper-floor location 

The variable assumes the 
value of 1 for a location on 
the first, or higher floors if 

the building has an elevator. 
Otherwise, the value 

amounts to 0. 

Surface area pow – useful floor area Useful floor area measured 
in square meters. 

Aircraft noise hl – restricted use zone 

Two variables of the feature 
were adopted. If the proper-

ty is located in an area 
where aircraft noise exceeds 
55 dB, it receives the value 
of 1. Otherwise, the value 

amounts to 0. 
 
In the following stage, appropriate function parameters were estimated 

with the use of RStudio software. Both the property price included in the model, 
as well as the analysed attributes, were explanatory variables. 

 
Table 5. Estimation of function parameters, dependent variable – price 

 Coefficient Standard error T-value P-value 

constant 8.92497 0.08937 99.863 < 2.00E-16 

d1 -0.05911 0.03150 -1.877 0.06075 
d2 0.06738 0.03137 2.148 0.03189 
d3 -0.06613 0.03165 -2.089 0.03683 
d4 -0.02831 0.03195 -0.886 0.37577 
d5 -0.09761 0.03234 -3.018 0.00259 
d6 -0.07252 0.02965 -2.446 0.01455 
d7 -0.00577 0.03161 -0.183 0.85518 
d8 -0.09141 0.02849 -3.209 0.00136 
d9 0.17095 0.03890 4.394 1.19E-05 
d10 0.10581 0.03136 3.374 0.00076 
d11 -0.02647 0.03139 -0.843 0.39914 
d12 0.14069 0.03395 4.144 3.61E-05 
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Table 5. cont. 
 Coefficient Standard error T-value P-value 

constant 8.92497 0.08937 99.863 < 2.00E-16 

S1 0.08404 0.01501 5.598 2.56E-08 
w 0.06381 0.02035 3.136 0.00175 
pp 0.12829 0.01497 8.571 <2.00E-16 

pow -0.05606 0.02107 -2.661 0.00788 
hl -0.04578 0.02401 -1.907 0.05668 

The analyses conducted on the basis of collected data did not allow for 
the identification of one of the coefficients for variable d13, due to its absent 
differentiation. The difference between the observed values and the dependent 
variable defined by the standard error amounted to 0.2468, with 1528 degrees of 
freedom. 

Based on the conducted analyses, it can be observed that in the exam-
ines period (2020), the residential property prices were significantly affected by 
their location in specified districts of Poznań. Location in the districts of Sołacz, 
Stare Miasto and Winiary was particularly important for the increase in prices. 
Moreover, while analysing the results, one can undeniably state that the price 
was significantly influenced by its closest neighbourhood and upper-floor loca-
tion (Table 5). 

Moving to the main purpose of this paper, the explanatory variable re-
lated to aircraft noise is statistically significant. The application of the hedonic 
regression based on the natural logarithm allowed for the identification of the 
percentage change in the difference of property prices with comparable charac-
teristics, located in the area exposed to noise above 55 dB, as well as below this 
value. The coefficient of the feature (hl) assumed the value of -0.04578 (Table 
5), which indicates that premises exposed to aircraft noise on average, adopt 
a value lower than 4.58%, compared to properties located outside the impact 
zone of the airport. 

6. Discussion of the results 
The study conducted within the framework of this paper constitutes one of the 
first studies related to the analysis of the impact of aircraft noise on the value of 
the residential properties in Poland. The vast majority of available studies in-
volve the analysis of the impact of airport proximity, primarily in the United 
States (Cohen & Coughlin 2009, McMillen 2004), Western European countries 
(Püschel & Evangelinos 2012, Le Boennec & Salladarré 2017) and Canada 
(Maguire & El-Geneidy 2018). 
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A direct comparison of the obtained results with the previous studies 
may be restricted due to the differences in the location of the airport or the con-
ditions of the local property market. The fact that the analysis covered a specific 
type of property should be taken into consideration as well. Taking into account 
the study (Trojanek et al. 2017) presenting the correlations between aircraft 
noise and prices of different types of properties within a single market, it should 
be emphasised, that the impact of this feature may vary. As a consequence, the 
obtained results and conclusions formulated on their basis, apply solely to the 
residential properties. 

However, referencing to the existing studies which summarise the pre-
vious research on the impact of aircraft noise on the property value (Wadud 
2013, Kopsch 2016, Batóg & Foryś & Konowalczuk 2019), one can notice 
a certain similarity between the results obtained in this study and the literature 
on the subject. The conducted analyses allowed for the identification of 
a statistically significant, negative impact of the airport's proximity on the prop-
erty value, similarly to recent studies (Zheng et al. 2020, Bełej et al. 2020, 
Cellmer et al. 2019). 

The analysis was performed according to the modified methodology, re-
lating to the previous analyses (Huderek-Glapska & Trojanek 2013, Trojanek et 
al. 2017). Within the framework of this study, the variable related to aircraft 
noise was defined by two variables. As a result of preliminary analyses, it was 
possible to identify that, due to the criteria by which the existing restricted use 
zones in both local airports are designated, the ones located in areas where the 
value of aircraft noise exceeds 55 dB are particularly exposed to noise. In con-
nection with the adopted criteria, we have determined how the location in the 
area in which the value exceeds 55 dB affects the transaction prices. 

The analyses were conducted based on the 2017 noise map of Poznań. 
The obtained results are properly justified, there are some certain limitations to 
the solution mainly resulting from the lack of data. In this situation, the problem 
may arise in connection with the validity of data, as the noise maps are prepared 
in a five-year perspective. Therefore, the analyses were performed in accord-
ance with the available materials, which, however, are not necessarily consistent 
with the actual state of affairs during the research. It is necessary to consider the 
fact that the acoustic conditions in the city may change over time as a result of, 
among other things, the intensification of air traffic. The obtained results may 
not be valid in the following years, due to modifications in actual conditions. 
Moreover, the restrictions of the presented method may be related to the fact 
that the impact of proximity to airports in other regions/cities of Poland may be 
different as it depends on local conditions. Finally, it is worth noting that the 
research area covers several districts of Poznań, which means it doesn't take up 
much area. Consequently, it is difficult to draw universal conclusions that could 
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be formulated for other larger study sites. Monitoring of the impact of aircraft 
noise on the property market should be conducted in a continuous and systema-
tised manner, which enables the observation of dependencies occurring over 
a longer period of time. 

7. Conclusions 
1. The application of a logarithmic model allows for determining the percent-

age difference in the transaction price of a residential unit, located within 
a zone particularly exposed to noise (55 dB), as well as outside that zone. 

2. Within the local property market, aircraft noise constitutes a statistically 
significant attribute reducing the prices of premises. 

3. Properties are considered to be special goods. Their price is influenced by 
several of factors, resulting directly from the local character of the property 
market. 

4. The manner in which the selected attributes interact with one another may 
vary, depending on the type and spatial extent of the property market. The 
impact of relevant factors on price may also vary with time and local plan-
ning, social and economic conditions. 
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Abstract The paper has been presented the methods of nitrogen oxides emission 
reduction to fulfill the Tier 2 and Tier 3 requirements of the Annex VI of 
MARPOL Convention. It has been shown the development of marine two-stroke 
diesel engines and the change of nitrogen oxides emission from 1960 to 2000 and 
later up to 2020 after the implementation of NOx emission reduction methods. 
Specific fuel consumption before 2000, and as a prediction and given data in the 
manufacturers manuals for Tier 3 engines up to 2020, and as only a prediction up 
to 2030 has been analyzed and elaborated. Impact of nitrogen oxides reduction 
methods on the specific fuel consumption of the marine diesel engine has been 
evaluated. Additional emission of some gases to the atmosphere due to the 
implementation of reduction methods has been determined. EGR and SCR 
systems have got a lot of imperfections: required to install additional reduction 
systems (investment cost, required volume in the engine room), need maintenance 
and operation costs, produced wastes during treatment process. The estimated 
additional cost is about 0.8 USD/MWh of produced energy, taking into account 
only the cost of excessive used fuel. The whole increased cost may reach the level 
two-three times more due to cleaning systems investment costs, their operational 
cost and waste disposal. It has been the one of the reasons of worsening the 
transport effectiveness and competitiveness. 
Keywords: ship operation: marine slow and medium speed diesel engine, 
emission to atmosphere, nitrogen oxides, nitrogen oxides emission reduction: 
specific fuel consumption 

1. Introduction 
The limited level of nitrogen oxides (NOx) emission is a requirement due to 
Annex 6 of the International Convention on the Prevention of the Pollution 
from Ships, known as MARPOL 73/78 (IMO 1997, IMO 2005, IMO 2008b). 
The revised Annex 6, prepared in 2008, entered into force on 1st July 2010 
(IMO 2008a). The amendments introduced: 
 new fuel quality requirements beginning from 1st July 2010, 
 Tier II and III emission standards for new built marine engines, 
 Tier I requirements for existing pre-2000 engines. 
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It may be seen that global requirement is the Tier II, more stringent re-
quirements applicable to ships in Emission Control Areas (ECA). On 1st January 
2021 existing Emission Control Areas include (ABS 2015, ABS 2017, 
Dulebenets 2016, IMO 2018, IMO 2019): 
 Baltic Sea (SOx: adopted 1997, entered into force 2005; NOx: 2016/2021), 
 North Sea (SOx: 2005/2006; NOx: 2016/2021), 
 North American ECA, including most of US and Canadian coast (NOx & 

SOx: 2010/2012), 
 US Caribbean ECA, including Puerto Rico and Virgin Islands (NOx & SOx: 

2011/2014). 
 
Looking for undertaken measures to fulfill the requirements of Tier II, it 

may be enumerated the following methods: combustion process optimization, 
fuel injection timing, limitation of maximal combustion pressure, optimization 
of fuel nozzle flow area, implementation of electronic injection systems (with 
common rail), exhaust valve timing, change of cylinder compression volume 
etc. Because the Tier III NOx emission requirement is four times lower than Tier 
II, the following technologies should be introduced: fresh water induction into 
the combustion process (with fuel as fuel-water mixture, wet scavenging air, or 
in-cylinder direct injection), exhaust gas recirculation (EGR), or selective cata-
lytic reduction (SCR) systems (Herdzik 2011, Herdzik 2019, IMO 2009, IMO 
2015). The target is to reach the emission limits according to various types of 
engine testing procedures incorporated in (Dieselnet 2021, ISO 2020). Engine 
emissions are tested on various cycles: E2 & E3 for various types of propulsion 
engines, D2 for constant speed auxiliary engines, C1 for variable speed and load 
auxiliary engines. Because the emission is measured in specified points of load 
and/or engine rotational speed, addition of “not-to-exceed” (NTE) testing re-
quirements to the Tier III standards is being debated. NTE limits with a multi-
plier of 1.5 would be applicable to NOx emissions at any individual load point 
in the E2/E3 cycle. Further technical details pertaining to NOx emissions, such 
as emission control methods, are included in the mandatory “NOx Technical 
Code” (IMO 2005, IMO 2019, IMO 2021, PRS 2020). As it was above men-
tioned, all new built marine diesel engines after 2010, should comply the Tier II 
limits. Complying the Tier III requires an implementation of additional systems. 
As important, currently the Tier III requirements should be fulfilled only on ap-
pointed ECA areas, outside ECA areas the same engines may work on Tier II 
limits. It means that the by-pas systems are in use and the earlier mentioned addi-
tional systems (EGR or SCR) are switched off. The by-pass systems are necessary 
in emergency situations as well. 



Impact of Nitrogen Oxides Emission Reduction Methods… 281
 

2. Reasons of nitrogen oxides emission reduction on increased specific 
fuel consumption and performance of marine engines 
Till 2000, the target of marine diesel engines manufacturers was the engine 
reliability, an increasing of engine power and medium effective pressure, 
a possibility of simple maintenance and the most important to reach the highest 
thermal and effective efficiency and as a consequence the decreasing of specific 
fuel consumption, especially in the range of 50-85% of nominal power, where 
the engines should mostly work. The information about 50-53% for the best 
marine diesel engine efficiency has been given (MAN 2021). 

An implementation of NOx emission reduction methods have induced 
disorders leading to the decreasing the engine efficiency and increasing the 
specific fuel consumption. How it was possible? Due to the main effect of max-
imal combustion temperature leading to producing the thermal NOx, it has been 
decided to reduce the maximal combustion pressure and temperature by 
(Lloyd’s 2002): 
 decreasing the cylinder compression volume (geometric compression ratio) 

and as an effect, decreasing the maximal compression pressure, 
 delaying the fuel injection and dividing onto two cycles, 
 exhaust valve timing, mainly earlier opening and later closing, leading to 

engine power reducing. 
 
It leads directly to decreasing the engine thermal efficiency (on a level 1-

8% depends on the engine load). The other methods like: optimization of fuel 
nozzle flow area and implementation of electronic injection systems have a dif-
ferent impact on diesel engine performance. 

To achieve the Tier III limits needs more radical steps. Preparing fuel-
water mixtures, wet scavenging air and/or in-cylinder water injection cause the 
decreasing of maximal combustion temperature (due to water evaporation dur-
ing that process) but increase the mass of work medium, and as a final result, 
complicate the engine systems having different effect on engine efficiency (ap-
proximately without any essential impact on efficiency). 

These mentioned methods are not to be sufficient to fulfill the limit of 
Tier III. It must be implementing one of these (MAN 2012b): 
 exhaust gas recirculation (EGR), 
 or selective catalytic reduction (SCR) systems. 

 
Exhaust gas recirculation method mixes the fresh compressed air with 

a part of cleaned and compressed exhaust gases before the inlet to engine (in the 
scavenge receiver). The rate of exhaust gases comprise from 5 to 30%. Exceed-
ing the 30% of rate leads to significant deterioration of diesel engine perfor-
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mance. Due to addition flow resistance of exhaust gases system and the usage of 
electric energy for driving the exhaust gas compressor, EGR results in power 
and efficiency reduction of diesel engine.  

Selective Catalytic Reduction method gives an addition flow resistance 
in exhaust gas system. The resistance is increasing during engine operation due 
to contamination and choking process inside the flow channels. Increased fuel 
consumption and decreasing of engine power are the final effect. An operation 
of SCR system needs an additional preparing process of ammonia or urea solu-
tion, control and dosing process to SCR system and possible overdosing the 
chemicals leading to ammonia slip to the atmosphere (Herdzik 2019). 

3. Impact of NOx emission reduction on specific fuel consumption and 
efficiency of marine diesel engines 
During last 50 years it may be seen a significant development of two stroke low 
speed marine diesel engines. The output has grown up to 100,000 kW from one 
engine. From sixties years last century it was possible that only one diesel en-
gine has been used for vessels propulsion. Due to first fuel crisis (seventies 
years last century) the decision of ship-owners has been to change the type of 
prime movers of vessels from steam turbines on diesel engines. The efficiency 
of diesel engines substantially has exceeded the steam turbine efficiency.  

Diesel engines have emitted to the atmosphere many different substanc-
es, like: carbon dioxide and monoxide, water vapor, sulfur oxides, nitrogen 
oxides, unburnt hydrocarbons, particulate matters and many others. The emis-
sion quantity depends on the engine load, fuel and lubricating oil consumption, 
engine rotational speed, fuel type used, etc. Sulfur oxides emission has been 
meaningfully decreased by the usage of low-sulfur fuels or scrubbers. Ship 
speed reduction has been introduced to marine transport as a simple remedy for  
constricting shipping costs and CO2 emission (Chang & Wang 2014, Faber et al. 
2012). Carbon dioxide emission from marine transport has been monitored due 
to (Directive 2015). How to influence CO2 emission and constrict has been in-
dicated in (MAN 2014). 

Typical emission level from the two-stroke marine diesel engines, be-
fore introducing the limitations in 2000, has been presented in Table 1. 

 
  



Impact of Nitrogen Oxides Emission Reduction Methods… 283
 

Table 1. Typical main diesel engine fuel consumption and emission before 2000 per 
1000 kWh produced mechanical energy (own elaboration) 
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An implementation, of the NOx emission reduction from 2000, has been 
constituted a new era in the diesel engines development (MAN 2018). A usage 
of different methods constricted NOx emission has been caused the increase of 
specific fuel consumption (SFC) and decrease the efficiency of marine diesel 
engines. Data concerning to SFC and efficiency up to 2020 and between 2000 
and 2030 with a prediction for diesel engines performance with and without 
NOx limitation has been presented in Table 2. 

 
Table 2. Specific fuel consumption and efficiency of marine diesel engines for vessel’s 
propulsion in 1970-2030, a prediction beyond 2020 (own elaboration) 

Year 1970 1975 1980 1985 1990 1995 2000 
SFC [kg/kWh] 0.213 0.208 0.185 0.178 0.170 0.168 0.170 
SFC without NOx  
limitation [kg/kWh] 0.213 0.208 0.185 0.178 0.170 0.168 0.160 

Efficiency [%] 39.58 40.53 45.57 47.36 49.59 50.18 49.59 
Efficiency without 
NOx limitation [%] 39.58 40.53 45.57 47.36 49.59 50.18 52.68 

Year 2005 2010 2015 2020 2025 2030 – 
SFC [kg/kWh] 0.167 0.170 0.168 0.165 0.163 0.160 – 
SFC without NOx  
limitation [kg/kWh] 0.155 0.150 0.147 0.145 0.142 0.140 – 

Efficiency [%] 50.48 49.59 50.18 51.09 51.71 52.68 – 
Efficiency without 
NOx limitation [%] 54.38 56.20 57.34 58.13 59.36 60.21 – 

 
It has been elaborated on a base of accessible information from manu-

als, and project guides issued by the marine diesel engines manufacturers (Sul-
zer, B&W, MAN, Mitsubishi, Wartsila and others) from 1970s up to 2020. 
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It may be seen the difference between SFCs after 2010 on a level of 
0.02 kg/kWh. It means that the difference of fuel consumption comprises about 
14% and as a consequence the total emission to the atmosphere has been in-
creased at the same level.  

4. Additional carbon dioxide emission due to increased fuel consumption 
as a result of nitrogen oxides reduction systems implementation 
An increased specific fuel consumption, due to a use of NOx emission reduction 
methods, leads to an additional emission to the atmosphere all substances men-
tioned above. A profit and loss account for selected parameters has been pre-
sented in Table 3. It has been elaborated on a base of information and prediction 
in Table 2 and (Dulebenets 2016, Herdzik 2019, MAN 2012a, MAN 2012b, 
MAN 2018). 

 
Table 3. Profit and loss account due to the usage of NOx reduction methods  
(own elaboration) 

Parameter profit loss 
Decreasing of NOx emission 13.6 g/kWh* 80%   
Specific fuel consumption   20 g/kWh 14% 

Additional cost of HFO**   0.8 US¢/kWh 
0.8 USD/MWh 

 

Real decreasing of NOx emission 11.7 g/kWh 68.8% 1.9 g/kWh 14% 
Additional CO2 emission   62.4 g/kWh 14% 
Total CO2 emission   500 g/kWh  

Electric energy demand for SCR    5 kW/MW 
SMCR 

0.5% 

Electric energy demand for EGR 
blower 

  7 kW/MW 
SMCR 

0.7% 

Diesel engine output    2% 
* difference between NOx emission Tier 1 and Tier 3 
** HFO price – 400 USD/mt 

 
It may be seen that a profit of 11.7 g/kWh lower NOx emission effects 

on 62.4 g/kWh increased CO2 emission (it gives 5.3 g CO2/g NOx). Other losses 
– like: additional investment cost of NOx reduction system, additional required 
volume in the vessel power plant, operational cost, additional labor expenditure, 
waste management of residues after cleaning treatment – are not evaluated. 

Additional required volume for EGR or SCR systems has a significant 
meaning during design process of the vessel power plant. Two way approach 
for Tier 3 engines – EGR and SCR (here - high pressure) has been presented in 
Figure 1. 
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Fig. 1. Two way approach for Tier 3 engines – EGR and SCR solutions (MAN 2012) 

5. Environment effect of nitrogen oxides reduction systems operation 
Due to the increasing of marine diesel engine power and load through the construc-
tion of the bigger cylinder liner diameters, longer piston stroke up to superlong-
stroke (stroke/diameter ratio = 4.5) and more number of cylinders (up to 14 for two-
stroke and 20 for four-stroke V type engines), and mainly through the increasing 
mean effective pressure (MEP) starting in 1960s from 6 bar up to 22 bar (for two-
stroke) and 27.5 bar (for four-stroke) in 2010s – the NOx emission has been still 
increased reaching the level over 20 g NOx/kWh in 1990s. Two-stroke marine die-
sel engine NOx emission development has been shown in Figure 2. 

From 2000, it may be seen the process of decreased NOx emission due 
to Annex VI of MARPOL 73/78 requirements up to reach the level of Tier 3 on 
ECA areas. 

NOx reduction emission systems – EGR and SCR, have been caused in 
the increased fuel consumption. Apart from this fact, it makes an additional fuel 
cost, it comprises the influence on the marine environment. Decreasing the NOx 
emission has had a direct effect on the increasing of CO2 emission, about 5.3 g 
CO2/g NOx approximately. The global warming potential (GWP) for NOx is 
estimated as 30-33 and 7-10 for the respective time horizon 20 and 100 years. 
So, it may be said that the reduction of NOx emission decreases, in that part of 
NOx effect, about six times the warming effect. The result is that through various 

EGR SCR 
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processes the nitrogen oxides interact with trace gases in the troposphere and strato-
sphere which do absorb in the spectral range to the greenhouse effect (infrared 
wavelengths). Additional result is (Lammel & Grassl 1995) the catalytic role of 
NOx in the production of tropospheric ozone provides the most prominent con-
tribution. 

 

 
Fig. 2. Engine NOx emission development (MAN 2014) 
 

An official data for marine two-stroke diesel engine performance only 
at 75% of nominal load for variations of different EGR system configuration 
has presented in Table 4. Without EGR system, the engine fulfill the Tier 2 of 
NOx emission reduction. A use of EGR system, allows to fulfill the Tier 3 level 
for tested engine. An increase of SFC (dSFC, SFC penalty) is observed without 
consideration of required additional electric energy for the EGR auxiliaries. It 
should be mentioned an increase of carbon monoxide emission from 2 up to 7 
times (for max. EGR) and a decrease of oxygen (O2) content in the scavenge air 
receiver from 21% down to 16% (average decreased about 21%). 

The decreasing of NOx emission reduction has observed during the tests 
above mentioned. The investigation on the 4T50ME-X test engine has shown 
that IMO Tier 3 NOx compliance is achievable by the use of high pressure EGR 
system. Additionally, the not-to-exceed (NTE) level of 5.1 g NOx/kWh was 
obtained at each engine load point 25, 50, 75 and 100%. The obtained results 
has shown in Fig. 3 (sign  means the points at 100% of load). 

Similar effects of NOx emission reduction may be obtained by the use 
of the Selective Catalytic Reduction (SCR) system (MAN 2012a, MAN 2012b, 
MAN 2018). 
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Table 4. Test results from 4T50ME-X engine parameter variations at 75% engine load 
(MAN 2012b) 

 NOx 
(g/kWh) 

dSFC* 
(g/kWh) 

CO 
(g/kWh) 

Pmax 
(bar a) 

EGR 
rate (%) 

O2 
(vol. %) 

No EGR 17.8 0 0.65 152 0 21 
Max. EGR 2.3 +4.9 4.17 151 39 16 
EGR ref. 3.7 +3.0 2.57 151 36 16.8 
Incr. Pcomp/Pscav 4.0 +2.5 2.18 156 36 16.8 
Incr. Phyd** 4.2 +2.8 1.83 151 37 16.6 
Incr. Pscav 3.6 +1.9 2.12 156 37 16.6 
Incr. Tscav 3.9 +3.6 2.82 156 34 16.8 
Tier 3 setup 3.4 +0.6 1.34 157 41 16.2 

* auxiliary power for EGR lower, separator and pumps are not included in dSFC,  
SFC penalty 
** hydraulic pressure in fuel system 
 

 
Fig. 3. NOx emission at different 4T50ME-X engine loads as a function of oxygen 
content in the scavenge air (MAN 2012b) 
 

Very interesting results have been achieved during the test bed investi-
gation of marine diesel engine operating on ammonia (MAN 2020). Full decar-
bonization of marine fuels is the aim. Ammonia seems to be an attractive prod-
uct as a marine fuel, more accessible and transport friendly than hydrogen or 
methane (LNG or CNG). Physical and chemical properties of anhydrous am-
monia govern many of the design aspects of an ammonia-fueled propulsion 
system and auxiliary systems.  
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6. Final remarks 
Searches, for the fuel additives preventing the NOx emission, have turned out 
fruitless. Forementioned, applied methods, lowering the nitrogen oxides emis-
sion to atmosphere to required limits from marine diesel engines, have had an 
essential impact on their performance and specific fuel consumption.  

They have got a lot of imperfections: required to install additional re-
duction systems, need maintenance and operation costs, produced wastes during 
treatment process and the most important – increased the total fuel consumption 
(on a level 2-10%) and decreased the available power of the marine diesel en-
gines (on the level 1-5%). The estimated additional cost is about 0.8 USD/MWh 
of produced energy, taking into account only the cost of excessive used fuel. 
The whole increased cost may reach the level two-three times more. It has been 
the one of the reasons of worsening the transport effectiveness and competitiveness. 

It may be seen, the NOx emission reduction methods have been in-
creased the emission to the atmosphere other substances like: carbon dioxide, 
carbon monoxide, ammonia (the slip from SCR systems). 

Improvement of NOx reduction emission methods is a challenge for the 
engine manufacturers and researchers.  
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Abstract: The problem of wastewater treatment from craft breweries emerged in 
Poland about 10 years ago when an increase in the number of small breweries was 
observed. Plants located in small towns are forced to solve the problem on their 
own. One of the possibilities is to use low-cost technology of constructed wetlands 
with subsurface and surface flow. The purpose of the research was to test the 
possibility of effective treatment of sewage from a craft brewery in a lab-scale 
research installation and to determine the parameters for designing a real scale 
plant. Wastewater from the Waszczukowe brewery was used in the study. The 
research system consisted of a retention and aeration tank, SS-VF subsurface flow 
and FWS surface flow beds. An innovative Certyd filling produced by LSA 
company was used. The high efficiency of SS-VF bed and the entire research 
system was found. The removal efficiency in SS VF was on average 89.7% for 
BOD5, 90.5% for COD, 54.6% for TN and 52.1% for TP. For whole treatment it 
was respectively 97.1%, 96.7%, 72.6% and 61.3%. A high organic matter removal 
effect was found for the SS-VF bed (87.1 g BOD5 m-2 d-1) and a relatively low for 
the FWS (3.0 BOD5 g m-2 d-1). The study confirmed the need for plant design based 
on hydraulic load and required load removed per unit area. 
Keywords: craft brewery, sewage treatment, constructed wetlands,  
subsurface and surface flow system 
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1. Introduction 
According to a report by the Polish Craft Brewers Association, the share of craft 
beers in total beer production in Poland was about 0.4-0.5% in 2018. The esti-
mated production was about 200000 hl with the total beer production in Polish 
breweries amounting to about 41 million hl in 2017. Currently, the number of 
craft breweries in Poland is approaching 500 (Wojtyra & Grudzień 2017).  

The amount of wastewater generated by craft breweries in relation to the 
product unit (hl) does not differ significantly from the amount characteristic for 
large corporate breweries. Assuming a ratio of about 5 hl of wastewater per 1 hl of 
beer produced, it can be estimated that craft breweries generated about 100,000 m3 
of wastewater in 2017. While this is a small amount, it can be a significant im-
pediment for investors who plan to locate breweries outside of urban areas with-
out access to sewage network system. Water can be drawn from the brewery's 
own intakes or from the water supply network, which is usually fed by good qual-
ity groundwater, but properly addressing wastewater management is one of the 
most important environmental issues. 

Assuming that one craft brewery in Poland produces about 3000 to 6000 hl 
of beer per year, the daily amount of wastewater is about 5-10 m3. Irrespective of the 
size of the brewery, this sewage has to be disposed either in the sewer network 
and the municipal wastewater treatment plant (WWTP), or in the brewery's indi-
vidual WWTP. Craft breweries located in large cities are in the best situation as 
they can discharge their wastewater to municipal WWTPs. Small amounts of 
wastewater in relation to the total amount of wastewater discharged from the city 
have no impact on the treatment process in large WWTPs utilizing sludge acti-
vated system. Larger breweries use anaerobic pretreatment of wastewater before 
its discharging into the sewer system, obtaining biogas for electricity generation 
(Umiejewska 2019, Simate et al. 2011, Driessen & Vereijken 2003, Enitan et al. 
2014, BAT 2008, Okunola et al. 2019). In the case of small towns with daily flow 
up to a few hundred cubic meters per day, even a small amount of wastewater 
from a craft brewery can significantly interfere with the proper operation of the 
WWTP (Dąbrowski 2009). One solution is to use retention tanks which allow the 
wastewater to be evenly discharged to the sewer network and the municipal WWTP. 

During authors research conducted since 2018 on the composition and 
treatment capabilities of craft brewery wastewater using a system based on 
a trickling filter and subsurface vertical flow constructed wetland (SS VF) has 
shown that the wastewater has significantly higher organic content and nutrient 
concentrations compared to domestic and municipal wastewater.  
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The craft brewery wastewater used in this study had values in the range of: 
BOD5 1940-2360 mg O2 dm-3, COD 3600-4200 mg O2 dm-3, TN 37.2-52.0 mg dm-3 
and TP 19.8-28.0 mg dm-3 (Dąbrowski & Karolinczak 2019). Similar effluent pa-
rameters are confirmed by different authors (Janczukowicz et al. 2013, Umiejew-
ska 2019, Mielcarek et al. 2013). 

A separate problem of craft breweries that is not present at large industrial 
breweries is the periodicity of production. A typical craft brewery is characterized 
by frequent production interruptions, a normal phenomenon resulting from the 
specific nature of these plants. However, this causes limitations in the application 
of wastewater treatment technology based on the sludge activated system, which 
requires a constant supply of wastewater. Therefore, it is advisable to look for 
other solutions that can be used for treatment or pretreatment of this type of brew-
ery wastewater. 

One alternative method is constructed wetlands (CWs) technology. It has 
a number of advantages, including being immune to periodic wastewater supply-
ing. CWs are characterized by simple construction and operation, properly con-
structed can provide a high treatment effect with very low energy consumption 
compared to conventional systems such as activated sludge or trickling filter 
(Kolecka et al. 2018, Karolinczak et al. 2015). Pollutants removal is possible, 
thanks to creating specific conditions allowing the plants' growth, as well as in-
tensifying the processes of oxidation, reduction, sorption, precipitation, sedimen-
tation and assimilation. Currently, SS VFs are the most widespread and are used, 
among others, to treat domestic wastewater, rainwater, septage, wastewater from 
selected industries or specific wastewaters such as leachate from landfills, from 
sludge treatment (Kadlec & Wallace 2009, Karolinczak & Dąbrowski 2017, 
Obarska-Pempkowiak et al. 2015, Vymazal 2010, Karolinczak et al. 2020). Only 
a few applications of CWs can be found for treatment of brewery sewage (Massi 
et al. 2018, Kadlec & Wallace, 2009).  

Due to limited information on the application of CWs systems for brew-
ery wastewater treatment, it was decided to precede the real-scale studies with 
a laboratory-scale experiment. The objective of this study was to determine the 
effectiveness of a SS VF and free water surface (FWS) bed system with floating 
plants. The results of the research will be used to design a full scale installation 
for a craft brewery wastewater treatment. 

2. Methods and research installation 
Wastewater used in this study originated from Waszczukowe brewery with annual 
production of 5000 hl. It is one of the largest craft breweries in Podlaskie province. 
The average volume of wastewater in 2019 was about 9 m3/d, and the ratio of 
wastewater volume per unit of production was 5.6 hl/hl of beer and was similar to 
the values characteristic for the concern breweries (Janczukowicz et al. 2013). 
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Wastewater treatment process studies were conducted in the laboratory 
of the Department of Technology in Environmental Engineering at BUT from 
November 2019 to March 2020. The research installation was designed by one of 
the authors using earlier experience with different kinds of sewage treated with 
CWs system. Its main elements are: SS VF planted with Phragmities australis 
and FWS with floating plants: Salvinia natans. The installation also includes a re-
tention - aeration tank (RAT) and pump supplying FWS with sewage treated in 
SS VF. The beds were used in series. Research installation with sampling points 
(I-IV) is presented in Figure 1, view of the beds and cross section of SS VF in 
Figure 2. SS VF bed with total highest 0.8 m, was built of three layers (A, B, C) 
of lightweight sintered aggregate Certyd with a granulation of 3 to 9 mm. The use 
of Certyd instead of gravel and sand has a significant environmental impact. It is 
a ceramic and porous material obtained by the thermal processing of ash. It has 
a certificate from the National Institute of Hygiene HR/B/86/2015. 
 

 

Fig. 1. Research installation with sampling points 
 

 
Fig. 2. View on SS VF and FWS and cross section of SS VF 

 
The experiment was conducted at approximately 20°C with a hydraulic 

load of 0.05 m3m-2d-1 for the SS VF bed and 0.035 m3m-2d-1 for the FWS beds. 
The hydraulic retention time (HRT) for the FWS was approximately 3 days. Be-
fore starting the experiment, the whole installation was started-up for one month. 
  

Retention 
and aeration 
tank 

SS-VF 
out 
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2.1. Sampling and analytical procedures 
During the study period, 12 test series were performed, each including the deter-
mination of raw wastewater parameters (sampling point I), wastewater feeding 
the SS VF and FWS (sampling points II and III) and treated wastewater (sampling 
point IV). Concentrations of organic matter (BOD5, COD), total nitrogen (TN), 
ammonia nitrogen (NH4-N), nitrate nitrogen (N-NO3) and nitrite nitrogen (N-
NO2) and total phosphorus (TP) were analysed. In addition, dissolved oxygen 
concentration and pH were monitored. Determinations were conducted in a BUT 
laboratory in accordance with the procedures set out in the Regulation of the Min-
ister of Maritime and Inland Waterway Economy from 12th July 2019 and in ac-
cordance with the American Public Health Association APHA (2005). Tests for 
the analysis of COD, TN, NH4-N, NO3-N, N-NO2 and TP recommended by 
Merck were applied. Spectrophotometer Spectroquant Pharo 100 was used. 
BOD5 was determined using OXI-TOP®.  

The scope of the research made it possible to determine the pollutant 
loads removed at particular stages and in the entire treatment system. Removal 
efficiency was calculated as a concentration reduction according to the terminol-
ogy given by Kadlec & Wallace (2009).  

3. Results and discussion 
The largest impact on the amount and load of wastewater generated in the brew-
ery is generated by washing processes. This is characteristic of agri-food plants 
(Żyłka et al. 2020). Large breweries generally use Cleaning in Place (CIP) sta-
tions, while most small breweries do not use them. This affects possible higher 
raw wastewater parameters, especially TP concentration. Analyzing the parame-
ters of raw wastewater from the Waszczukowe brewery (Table 1) it can be con-
cluded that the values obtained do not differ from those presented by other au-
thors dealing with wastewater from other breweries (Driessen & Vereijeken 
2003, Simate et al. 2011, Enitan et al. 2014, Janczukowicz et al. 2013, Budgen & 
Le-Cech, 2020). 

 
Table 1. Characteristics of raw sewage from craft brewery plant (sampling point I) 

Parameter Unit Mean ±st. dev. Min-max 
BOD5 mg O2 dm-3 1942 ±75 1807-2050 
COD mg O2 dm-3 3704 ±206 3480-4030 
N-NH4 mg N-NH4 dm-3 7.5 ±1.1 4.9-9.2 
N-NO3 mg N-NO3 dm-3 1.0 ±0.2 0.6-1.4 
TN mg N dm-3 42.1 ±3.5 37.0-49.0 
TP mg P dm-3 17.4 ±2.4 12.0-21.0 

Source: own research 
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The analysis of the data presented in Table 1 shows that the concentration 
of organic matter in the brewery effluent measured by the BOD5 and COD values 
is 2-3 times higher compared to the municipal wastewater. In terms of organic 
matter content, the raw brewery wastewater parameters are similar to those ob-
served in the dairy and meat processing industries. The brewery wastewater does 
not contain, for example, fats present in dairy or meat processing wastewater 
(Dąbrowski et al. 2016, Struk-Sokołowska et al. 2018). Analyzing nitrogen and 
phosphorus it was concluded that total nitrogen concentration is lower than in 
municipal sewage, while the phosphorous concentration is higher (Heidrich & 
Witkowski 2015, Klimiuk & Łebkowska 2004). Due to the safety of the product, 
there is no way to decrease raw sewage parameters, which is typical of the entire 
food industry (BAT, 2019). 

Results of laboratory scale of craft brewery treatment in SS VF and FWS 
are presented in Table 2. 

 
Table 2. Characteristics of inflow to SS VF (sampling point II), outflow from SS VF 
(sampling point III) and outflow from FWS (sampling point IV) 

Parameter 
Unit 

Inflow to SS VF Outflow from SS VF Outflow from FWS 
Mean 

±st.dev. Min-max Mean 
±st.dev. Min-max Mean 

±st.dev. 
Min-
max 

BOD5 
mg O2 dm-3 1883 ±86 1740-2010 141 ±9 128-160 55 ±12 38-70 

COD 
mg O2 dm-3 3618 ±191 3390-3880 265 ±34 215-320 119 ±22 90-155 

N-NH4 
mg dm-3 5.8 ±1.3 3.7-8.1 1.0 ±0.3 0.5-1.5 0.7 ±0.3 0.3-1.1 

N-NO3 
mg dm-3 1.7 ±0.4 1.0-2.2 5.4 ±1.1 4.0-7.4 2.7 ±0.6 4.5-8.1 

TN 
mg dm-3 35.0 ±3.7 30.0-42.0 12.0 ±1.5 10.0-15.0 9.6 ±1.1 7.4-11.3 

TP 
mg dm-3 16.9 ±2.4 11.0-21.0 7.9 ±1.5 4.6-10.4 6.5 ±1.0 4.5-8.1 

Source: own research 

From the analysis of the results presented in Tables 1 and 2, it can be seen 
that retention – aeration tank does not significantly affect the reduction of 
wastewater parameters. For example, the average values of BOD5 decreased by 
3%, while COD only 2.3%. For TN and TP it was 16.9% and 2.8%. The role of 
this device is mainly to equalize the wastewater load entering the SS VF and to 
aerate the raw wastewater. Average dissolved oxygen in sewage discharged to SS 
VF was 2.0 mg O2 dm-3. 
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Considering the wastewater parameters shown in Table 2 and the hydrau-
lic load, the average pollutant load of SS VF was 94.2 g O2 m-2d-1 for BOD5 and 
180.9 g O2 m-2d-1 for COD. Low hydraulic load (0.05 m3m-2d-1) allowed efficient 
removal of organic substances. The average BOD5 value decreased from 1883 to 
141 mg O2 dm-3, while COD from 3618 to 265 mg O2 dm-3. The average load for 
TN and TP was 1.75 g N m-2d-1 and 0.84 g P m-2d-1. A decrease in phosphorus 
concentration from 16.9 to 7.9 mg P dm-3 was observed. Due to high organic 
substances concentration pollutants loads were higher in compare with municipal 
or household sewage treatment with CWs (Obarska-Pempkowiak et al. 2015, 
Kadlec & Wallace 2009, Vymazal 2010). Hydraulic load for FWS was 
0.035 m3m-2d-1 while pollutant loads were 4.9 g O2 m-2d-1 for BOD5 and 9.3 g O2 
m-2d-1 for COD. Respectively for TN and TP it was 0.42 g m-2d-1 and 0.3 g m-2d-1. 
Due to Vymazal (2010) loading rates for FWS recommended to achieve 30 mg dm-

3 of BOD5 in effluent are 6 g O2 m-2d-1. During treatment in FWS, BOD5 decreased 
from 141 to 90 mg O2 dm-3, while COD from 265 to 119 mg O2 dm-3. TN decreased 
from 12 to 9.6 mg N dm-3, while phosphorus from 7.9 to 6.5 mg P dm-3. 

Removal efficiency obtained during research is presented in Figure 3. 
 

 
Fig. 3. Treatment efficiency of SS-VF, FWS and hybrid system 

 
The removal efficiency for the whole treatment (RAT + SS-VF + FWS) 

was on average 97.1% for BOD5, 96.7% for COD, 72.6% for TN and 61.3% for 
TP. The removal efficiency in SS VF bed was respectively: 89.7%, 90.5%, 54.6% 
and 52.1%. The treatment results achieved are similar to presented by other au-
thors analyzing real and pilot scale systems (Kadlec & Wallace 2009). Efficiency 
of BOD5, COD, TN and TP removal in FWS was respectively: 61%, 55.2%, 
19.6% and 16.1%. De Stefani et al. (2011) reported efficiency of TN removal 
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from 13 to 29% and 65% for TP in FWS, while Lopardo (2019) reached TP re-
moval from 17.4 to 39.5%. Ozengin & Elmaci (2007) reached 50 to 95.5% effi-
ciency for COD, 80.8 to 82.4% for TN and 71.2 to 85.4% for TP. They investi-
gated FWS system with Lemna minor for municipal and industrial sewage treat-
ment.  

Table 3 shows the pollutant loads removed during SS VF, FWS and entire 
treatment system, which is an important parameter in evaluation of the effective-
ness of CWs. 

 
Table 3. SS VF, FWS and total load removed 

Parameter 
Load removed 

SS-VF FWS Total 
g m-2 d-1 g m-2 d-1 g m-2 d-1 

BOD5 87.11 ±4.02 3.00 ±0.28 90.11 ±3.93 
COD 167.65 ±8.53 5.08 ±0.49 172.73 ±8.79 
NH4

+-N 0.24 ±0.05 0.01 ±0.004 0.25 ±0.05 
TN 1.15 ±0.05 0.08 ±0.04 1.24 ±0.15 
TP 0.45 ±0.06 0.05 ±0.02 0.50 ±0.07 

Source: own research 

There was a high organic matter removal effect per unit area of SS VF 
bed (87.11 g m-2 d-1 for BOD5) and relatively low in FWS bed (3.0 g m-2 d-1 for 
BOD5). The significantly lower removal efficiencies of NH4

+- N, TN and TP were 
due to the low hydraulic loading and low concentrations of nitrogen and phos-
phorus in sewage supplying FWS.  On the other hand, the main task of the entire 
plant was to ensure efficient removal of organic matter. Small WWTPs are obli-
gated to remove efficiently organic matter (BOD5 and COD), while phosphorus 
and nitrogen are not limited (Regulation of the Minister of Maritime and Inland 
Waterway Economy from 12th July 2019). 

4. Conclusions 
According to the authors, the problem of treating wastewater from craft breweries 
can be solved applying CWs method. It can be used as an individual WWTP in 
case of no access to a sewer system. It can be also used for craft brewery pretreat-
ment before its discharging to small municipal WWTP. The laboratory scale tests 
were used to develop parameters for the real scale experiments. The main param-
eters for the design of such an installation should be: the hydraulic load and the 
pollutant loads removed per unit area of the bed. Own research has confirmed the 
possibility of replacing the typical SS-VF bed filling (sand and gravel) with 
a waste material Certyd. Results from this study confirm high efficiency of SS-
VF bed planted with Phragmities australis and much lower for FWS planted with 
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Salvinia natans for craft brewery sewage treatment. The efficiency of organic 
substances removal for entire system measured by BOD5 was on average 97.1% 
while for SS-VF 92.7% and 61% for FWS. TN removal was respectively 72.6%, 
65.8% and 19.6%, while for TP it was 61.3%, 53.7% and 16.1%. It is recom-
mended to design real scale system to ensure required effect of wastewater treat-
ment during winter period only by means of SS-VF bed operation. An important 
aspect of the application of such low-cost system is the fact that the amount of 
wastewater discharged to the receiver or to the municipal WWTP can be signifi-
cantly reduced in the transpiration and evaporation processes. This will be the 
subject of further research. 
 

The study was conducted as a research project W/WBiIŚ/17/2019,  
in the Faculty of Building and Environmental Sciences of BUT and financed  
by Ministry of Science and Higher Education of Poland. Authors would like  

to thank Waszczukowe Brewery for their cooperation during research. 
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Abstract: The article presents a visual analysis of the landscape, based on the 
modified SBE method and the possibility of using this type of research for the 
purposes of revitalization of rural areas. The scope of the research covered the 
Puchaczów commune in which, due to environmental conditions, mining related 
to hard coal extraction has developed. The aim of the study was to test the 
hypothesis that the existence of diverse hight structure of the plant cover increases 
the attractiveness of the landscape. The research method consisted in using the 
SBE analysis for 13 landscape units, presented as actual illustrations and modified 
pictures (as computer visualizations) by adding trees and shrubs. Then, using the 
one-way analysis of variance (ANOVA) and Tukey post hoc test, it was examined 
whether there is a significant difference for the average visual value evaluation 
between original and modified sketches. 
Keywords: Scenic Beauty Estimation, rural landscape, group of trees and shrubs 

1. Introduction 
The concept of sustainable development facilitates the development of rural 
areas and their revitalization (Kożuch 2010). It consists in integrating activities 
at the economic and social level, maintaining the balance of the natural envi-
ronment and the sustainability of the natural processes, in order to meet the 
needs of current and future generations (Environmental Protection Act of 27 
April 2001). In the context of the Common Agricultural Policy implemented by 
the European Union countries, sustainable development of rural areas is based 
on multifunctionality, gradual disagrarisation for the benefit of the intensifica-
tion of the other economic branches, e.g. tourism (Rizov 2005), which in turn 
influences the transformation of the landscape. The implementation of the prin-
ciples of sustainable development in rural areas is a problematic and compli-
cated process, in which local politics is of great importance. In Poland, the tasks 
of municipalities include environmental protection and preservation of spatial 
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order, carried out by developing a study of the conditions and directions of spa-
tial development, local spatial development plans and the related determination 
of development conditions (Guzal-Dec 2015). The spatial policy of the com-
munes, built that way, influences their comprehensive modernization using the 
social and economic potential (Feltynowski 2009). The polyfunctional de-
velopment of rural areas is inextricably linked with the conscious shaping of the 
living conditions of the population, but also with revitalization understood as 
the process of reconstruction of degraded areas, integrated at the social, spatial 
and economic level (The Revitalization Act of 9 October 2015). The tools sup-
porting the designing and spatial planning process are analyzes of the landscape 
quality, including visual analyzes. 

In studies of landscape, it is noted that its perception is influenced by 
the components that build it, but also by the memories of inhabitants of specific 
areas and cultural conditions (Sonnenfeld 1967, Herzog et al. 2000). As Bernat 
noted, through perception we establish a relationship with the landscape that 
affects our health not only in the mental, but also physical, spiritual and social 
context (Bernat 2019). People perceive an unattractive landscape as inferior, 
and it reduces the quality and comfort of life. One of the elements influencing 
the aesthetics of the landscape is the vegetation and its appropriate shape. Con-
sidering the above, the article hypothesized that the existence of vegetation with 
a varied height structure increases the attractiveness of the landscape. In order 
to prove the research hypothesis, a visual analysis of the landscape was per-
formed, based on the modified SBE method, with particular emphasis on plant 
cover. The innovation of the proposed method consists in comparing the draw-
ings showing the actual appearance of the landscape with the drawings present-
ing the same areas, where visualizations of vegetation clusters have been added. 
In further stages of the work, it allowed to examine only a feature related to the 
type of vegetation (medium and high greenery – shrubs and trees) and its impact 
on the visual assessment of the landscape. Statistical analysis of the results 
made it possible to unambiguously answer the question whether the existence of 
vegetation with a diversified composition structure influences the assessment of 
the attractiveness of the landscape. The results of the research will facilitate 
activities related to the conscious shaping of the structure of vegetation at the 
local level in the context of revitalization of rural areas. The territorial scope of 
the research covered the rural commune of Puchaczów located in the Lubelskie 
Voivodeship, where due to natural conditions, in addition to the traditional agri-
cultural function, mining was developed in the second half of the 20th century. 
These factors have a huge impact on the contemporary shaping of the landscape 
of the commune and its environmental conditions. 
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2. The use of visual assessment of the cultural landscape for the 
purposes of revitalization of the rural areas – the state of research 
In Poland, the revitalization of degraded areas is legally regulated by the Revi-
talization Act (Journal of Laws of 2015, item 1777) and the Spatial Planning 
and Development Act (Journal of Laws of 2003, No. 80, item 717). The com-
mune's own tasks include designating the areas requiring revitalization works, 
where there are unfavorable social phenomena and negative factors located at 
the economic, environmental or spatial-functional level. A low level of foresta-
tion should be considered a negative factor that affects the deterioration of the 
quality of the natural environment, but also affects the spatial structure of the 
commune. Identifying degraded areas in terms of nature or landscape requires 
an appropriate diagnosis, adjusted to the local conditions (the Revitalization Act 
of 9 October 2015, Journal of Laws of 2015, item 1777). 

The research on the valorization of landscape resources is considered to 
be one of the most complex in terms of methodology (Kistowski 2007). The 
visual assessment of the landscape very often serves utilitarian purposes (Rich-
ling, Solon 2011). Most often, such studies are used to determine the tourism 
potential or to designate areas, which are attractive for recreation (Rylke, 
Gąsowska 2009), less often areas of natural value and in the process of real 
estate valuation (Bajerowski et al. 2007). As Jakiel (2015) emphasizes, visual 
landscape analyzes are very rarely used in the process of spatial planning, and 
thus in the rural revitalization activities. However, they have the potential that 
can be used to designate degraded areas with the accumulation of negative spa-
tial-functional and environmental features, and consequently to undertake cor-
rective activities. 

There are numerous studies in the field of ecology and landscape archi-
tecture and geography related to the subject of research in the field of the visual 
landscape assessment. The Professor’s Bogdanowski JARK-WAK (1994), 
Wejchert’s Impression Curve Method (Wejchert 1984), the Bajerowski’s Meth-
od of Value Matrix (1996) can be classified as the most popular methods in 
Poland. Among the foreign methods which are commonly used in Poland, the 
assessment of the beauty of scenery SBE – Scenic Beauty Estimation (Daniel, 
Boster 1976) should be mentioned. 

The JARK-WAK method is based on the determination of homogene-
ous areas in terms of shape, cover and historical origin. Depending on the plan-
ning scale, architectural and landscape units or architectural and landscape inte-
riors are distinguished, which are then divided into three categories: natural, 
cultural and natural-cultural landscapes. The next stage is valorization, consist-
ing in assigning appropriate grades to the landscapes: the historic landscape 
receives a grade from I to III, modern IV, and mixed – grades V-VI. The last 
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step is to indicate the directions of activities and the scope of protection of indi-
vidual units (Wrochna 2012). 

The Wejchert's Impression Curve Method is based on the graphical rep-
resentation of the emotional experience related to the perception of a place 
along a specific time-space sequence. Assessments are made at intervals accord-
ing to the criteria related to the degree of diversity, the degree of devastation, 
infrastructure saturation and the harmony of the composition. The criteria are 
assessed on a point scale. The results for the criteria are summed up and pre-
sented in the form of a graph - an impression curve (Szopińska et al. 2016). This 
study presents the observer's feelings when staying in a given place (Gąsowska 
2008). Based on this method, it can be concluded which parts of the landscape 
have higher or lower visual values (Szopińska et al. 2016). 

It should be emphasized that the above-mentioned methods are not 
based on statistical data which can significantly be used to verify the relation-
ship between landscape components and the assessment of its visual values. 

The Bajerowski’s Method of Value Matrix is based on a mathematical 
and statistical analysis of information contained in generally available maps. In 
these studies it was assumed that the aesthetic value of a landscape results from 
the configuration of spatial features. These features are often analyzed only with 
the help of cartographic materials. The studied area is divided into basic as-
sessment fields and assigned a numerical measure that determines the visual 
value of the landscape (Litwin et al. 2009). Due to the nature of the research, 
this method ignores significant intangible landscape factors (Antolak 2017). 

The Scenic Beauty Estimation is a method based on the evaluation of 
space by a group of recipients who are presented with photos showing various 
types of landscape. This study was developed by the United States Department 
of Forestry (Tveit et al. 2018). The respondents evaluate the photos on a 10-
point scale, in which the lowest values are assigned to the least attractive areas. 
Then the arithmetic mean score for each photo is calculated and in the next step 
the result is normalized by the standard deviation formula (Gąsowska 2008). 

The research on the visual quality of rural landscapes, based on the 
analysis of the beauty of the scenery combined with a statistical study, was car-
ried out by Arriaza et al. (Arriaza et al. 2004). In the work, the authors present-
ed the methodology of direct and indirect landscape evaluation techniques on 
the example of two Mediterranean rural areas. The direct method was based on 
the assessment of the beauty of the landscape by studying the preferences of the 
observers. The indirect technique involves assigning the contributions of indi-
vidual landscape elements to its overall aesthetics through regression analysis. 
According to the results, the factors that play a key role in determining the visu-
al quality of rural areas are the degree of naturalness of nature and the presence 
of historic or typical buildings, traditional for the region. Another factor deter-
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mining the aesthetic value of a landscape is the presence of water and color 
contrast. In the above-mentioned studies, the degree of nature's naturalness is 
understood as the degree of trans-formation of the landscape, including the flo-
ra. This proves that vegetation, as one of the components of space to a large ex-
tent related to anthropogenic factors, which is particularly visible in rural areas, 
affects the attractiveness of the region. However, it should be noted that the re-
search results did not show that the variable related to the type of vegetation (low 
vegetation, shrubs, trees) is statistically significant, which means that there is no 
reason to reject the null hypothesis that there is no correlation between the type of 
vegetation and visual assessment of the landscape (Arriaza et al. 2004). 

3. The importance of tree stands in the revitalization of rural areas 
Revitalization of rural areas is related to the protection of the envi-ronment, 
which can manifest itself through strengthening and improving the functioning 
of the existing natural systems, as well as through creating new systems in the 
form of, for example, trees. The importance of trees in the process of shaping 
the agricultural production space was known in Poland as early as the 1820s and 
is associated with the person of General Dezydery Chłapowski. In his estate in 
Turwia, General Chłapowski created a regular network of banded trees, the 
purpose of which was, among others the wind protection (Kujawa et al. 2019). 
Activities related to the reconstruction of the landscape, based on the conditions 
of the natural environment, resulted in the creation of a space with high aesthet-
ic values and high production value of crops (Raszeja 2010). 

Mid-field afforestation increase the yield of crops, except for the strip of 
land in their immediate vicinity (Koreleski 2006). They counteract the decline 
in the level of biodiversity caused by the intensification of agriculture 
(Orzechowski, Trzcianowska 2016). The mid-field tree afforestation ia a refuge 
environment for numerous species of flora and fauna, including pollinating 
insects (Ryszkowski 1998). Their presence in rural areas provides a rich food 
base throughout the growing season and creates suitable places for nesting. In 
addition to biocenotic functions, tree cover plays the role of ecological struc-
tures: patches, nodes, corridors and islands (Bożętka 2017). In addition, they 
regulate the microclimate, inhibit wind speed, reduce water evaporation from 
the soil, and affect temperature, which is particularly important in times of cur-
rent climate changes. 

Apart from the mid-field afforestation which is so important for the ru-
ral landscape, it is necessary to emphasize the importance of roadside and wa-
ter-bearing trees, which together with forest complexes and smaller groups of 
vegetation form the green systems of the rural communes. Properly shaped tree 
systems constitute an extremely important buffer zone between industrial, agri-
cultural and residential areas. They create a biogeochemical barrier to pollution. 
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They also distinguish features, elements recognizable in a monotonous agricul-
tural landscape and definitely improve the visual value of the landscape. 

4. Research methodology 
The subject of the study is the analysis of the landscape of the Puchaczów 
commune in terms of the influence of medium and high greenery (clusters of 
shrubs and trees) on the assessment of visual values. Puchaczów is a rural 
commune in which, due to the presence of hard coal deposits, the mining indus-
try has developed. The largest enterprise operating in the region is the Bog-
danka Coal Mine, located in the central part of the commune. Industrial areas, 
roads with intensive traffic and compact buildings are classified as ecological 
barriers, i.e. structures that hinder the movement of matter, energy and infor-
mation in the natural environment. Large forest complexes in the towns of 
Ciechanki, Ostrówek, Zawadów, Wesołówka, Puchaczów and Nadrybie have 
the form of ecological patches. The ecological corridors located within the stud-
ied area include meadows and pastures of a stripy nature, accompanying the 
Mogielnica and Świnka valleys (Fig. 1). A properly carried out revitalization 
process, related to the increase in the number of trees in the commune, may in 
the future improve the functioning of ecological structures, while inhibiting the 
development of negative factors. This will significantly improve the quality of 
life of the commune inhabitants. 

A modified method of assessing the beauty of scenery (SBE) was used 
in the research on the evaluation of visual values of the landscape of the de-
scribed area. The choice of the method was not accidental. In order to test the 
research hypothesis, it was necessary to compare the areas that differ from each 
other by one variable feature (there is or don’t exist a differentiated height struc-
ture of vegetation). The need to use a modified SBE method was also influenced 
by the distribution of research units over a large area, which makes it impossible 
to determine a uniform time-space sequence and the use of, e.g. the Wejchert's 
Impression Curve Method The first stage of the work was to delimit homogene-
ous research units. In order to distinguish the research fields, an analysis of land 
cover and an analysis of the shape of the surface were used. The method used 
enabled the designation of 13 research units, typical for the landscape of the 
Puchaczów commune (Table 1), having the character of agricultural land, com-
pact buildings, meadows and pastures and industrial areas. Due to the high de-
gree of diversity of the flora, forest units were omitted in the study of visual 
landscape values and the impact of medium and high greenery (shrubs and 
trees) on this assessment. 
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Fig. 1. An analysis of ecological structures in the Puchaczów commune (Own study 
based on: orthophotomap, https://puchaczow.e-mapa.net/, accessed: 08/01/2018) 
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Table 1. Featured research units in the Puchaczów commune (Own study 2019) 

Research Unit Unit 
symbol 

The degree of variation 
in the height of the plant 

cover 

The outline 
number on 

the map 
Compact settlement  
on flat areas ZP Low 1 

Compact settlement  
on slightly undulating areas ZL Low 2 

Compact settlement  
in clearly undulating areas ZW Low 3 

Agricultural lands  
in flat areas RP Low 4 

Agricultural lands  
in slightly undulating areas RL Low 5 

Agricultural lands  
in clearly undulating areas RW Low 6 

Industrial areas  
in slightly undulating areas PL Low 7 

Industrial areas clearly  
undulating PW Low 8 

Industrial areas in river  
valleys PD Low 9 

Meadows and pastures  
in flat areas ŁP Medium 10 

Meadows and pastures  
in slightly undulating areas ŁL Medium 11 

Meadows and pastures  
in clearly undulating areas ŁW Medium 12 

Meadows and pastures  
in river valleys ŁD Medium 13 
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Fig. 2. Map showing the locations of the drafts performed against the background of the 
distinguished research units in the Puchaczów commune, gray color marks the omitted 
forest complexes in visual analysis (Own study 2020) 
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For the selected units, the author indicated representative places (chosen 
at random), in which she made illustrations showing individual types of land-
scape (Fig. 2). The figures were then computer-modified by adding bushes and 
trees. The use of black and white traces in the study is justified by the need to 
standardize the way individual units are perceived by the respondents. 

For SBE reaserch to be credible, standards for group diversity and 
number of observers must be adhered to. According to Daniel and Boster 
(1976), a group of just 20 people can provide reliable landscape assessment 
results. Bearing in mind the above statement and the limited time frame of the 
experiment itself, the SBE research presented in the article was attended by a 
group of 20 people diversified in terms of sex, age, education and place of resi-
dence. Among the respondents, 50% were men and 50% were women. 15% of 
the answerers are people under the age of 20, 25% in the 20-30 age group, 20% 
in the 30-40 age group and 25% in the 40-50 age group. 15% of participants 
were over 50 years old. More than half of the respondents (60%) were people 
with higher education, 35% with secondary education, and 5% with primary 
education. Among the answerers, 45% live in the city, and 55% in rural areas 
(in order to eliminate the subjective assessment related to the sense of belonging 
to a given place, they were not, however, inhabitants of the studied region). The 
respondents were presented with illustrations in a random order, in the form of 
a multimedia presentation. The people taking part in the study were unaware 
that the figures represented the actual and computer-modified appearance of the 
space. A single slide was displayed for 15 seconds. The study participants as-
sessed the aesthetic level of the illustrations on a 10-point scale, in which 10 
was assigned to areas of higher visual value, and 1 to the least aesthetic areas. 
As a result of the study, a total of 260 assessments were obtained, which were 
then standardized using the formula: 

Zij = (Rij - Rj) / sj (1) 

where: 
Zij – the standardized result for the i-th assessment of the respondent j, 
Rij – the i-th j-observer's assessment, 
Rj – the mean of all ratings of respondent j, 
sj – the standard deviation of all observer j ratings (Daniel, Boster 1976). 

5. Results 
The average results of the standardized assessment for individual drafts are 
shown in Fig. 3. On the axis truncated with symbols, illustrations showing re-
search units are described, where the original figures (without added plant clus-
ters) contain a letter designation (e.g. ZP), and the drawings contain a letter-
number designation (e.g. ZP2). 
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Fig. 3. Average results of standardized assessments for individual sketches  
(Own study 2020) 

 
As it results from the analysis of Fig. 3, all the drafts with shrubs and 

trees added were assessed as more attractive compared to the original figures. 
The lowest scores during the SBE analysis were given to primary illustrations 
characterizing meadows and pastures in clearly undulating areas (ŁW), produc-
tion areas in valleys (PD), agricultural lands with a slightly undulating areas 
(RL), compact settlements in slightly undulating areas (ZL) and meadows and 
pastures in a flat area (ŁP). 

 

 
Fig. 4. Real illustration showing meadows and pastures in a clearly undulating area 
(ŁW) assessed by the respondents as the least attractive (Own study 2019) 
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Among the presented illustrations, the highest rated were the modified 
figures, showing: compact settlements on a flat area (ZP2), areas of meadows 
and pastures in river valleys (ŁD2) and in slightly undulating areas (ŁL2), agri-
cultural lands in flat areas (RP2) and compact settlements in slightly undulating 
areas (ZL2). 

 

 

Fig. 5. The highest-rated computer-modified sketch showing compact settlements in a flat 
area (ZP2) (Own study 2019) 

 
In order to test the research hypothesis that increasing the diversity of 

the height structure of vegetation significantly influences the differentiation of 
the visual assessment of the landscape, a one-way analysis of variance was per-
formed. As a result, it turned out that the compared traces differ in a statistically 
significant maner p < 0.05. Tukey's post hoc test was used to check the signifi-
cance level of the differentiation of the mean scores between the original and 
the modified drafts for individual units. The test results are presented in tabular 
form (Table 2). The lowest p value equal to 0.000020 can be observed in four 
groups: ZP-ZP2, ZL-ZL2, PD-PD2, ŁW-ŁW2 (Fig. 6). In the RW-RW2 group 
(Fig. 7) the p value is the highest and amounts to 0.010457. However, in all 
compared groups, the p value is less than 0.05. This means that the differences 
in the mean visual value assessment between the original and the changed drafts 
are statistically significant for each research unit. Moreover, in order to show 
disproportions between the ratings of the primary drawings in relation to the 
visualization, the author presented the differences between the average ratings 
in the individual compared groups. It is worth noting that the greatest difference 
between the average assessment of the primary outline and the modified image 
is in the ZL-ZL2 group and amounts to 1.83. Another large difference was not-
ed in the ŁW-ŁW2 group (1.63). The smallest difference in mean scores is in 
the LD-LD2 group (0.91). 
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Table 2. Tukey's post hoc test results for the average assessment of primary contours 
and modified (Own study 2020) 

Sketches compared with each other p value 

Differences between 
the mean values  
of standardized 

assessments 
ZP-ZP2 0.000020 1.61 
ZL-ZL2 0.000020 1.83 
ZW-ZW2 0.000105 1.24 
RP- RP2 0.000022 1.37 
RL-RL2 0.002167 1.01 
RW-RW2 0.010457 0.99 
PL-PL2 0.000030 1.26 
PW-PW2 0.000246 1.21 
PD-PD2 0.000020 1.57 
ŁP-ŁP2 0.000021 1.44 
ŁL-ŁL2 0.000022 1.33 
ŁW-ŁW2 0.000020 1.63 
ŁD-ŁD2 0.007161 0.91 

 
 

 

Fig. 6. Primary and modified traces of an industrial area in the valley with a p value  
of 0.000020 (Own study 2020) 
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Fig. 7. The compared group of the original (RW) and the modified (RW2) draft  
for an agricultural unit in clearly undulating areas with the highest p value of 0.010457 
(Own study 2020) 

6. Conclusions 

The SBE analysis carried out in the Puchaczów commune showed that, regard-
less of the form of use and topography, the figures of landscape units on which 
trees were added had higher visual values. Results of one-way analysis of vari-
ance and Tukey's post hoc test showed that there is a statistically significant 
difference in the mean visual value of the original and modified sketches. This 
proves the correctness of the research hypothesis presented in the article saying 
that the existence of differentiation in the height structure of the flora has an 
impact on increasing the attractiveness of the landscape. 

On the basis of the presented research, elementary activities facilitating 
the revitalization of the Puchaczów commune can be determined. It should be 
noted that the places requiring improvement of the visual quality of the land-
scape for the studied area are, in particular, compact settlement on flat areas, 
slightly undulating areas, industrial units in the river valleys and meadows and 
pastures in in clearly undulating areas, that is, the units with the lowest visual 
rating. This quality of landscape aesthetics can be increased by changing the 
structure of vegetation and introducing groups of trees. In densely built up are-
as, along the main communication routes, insulating vegetation should be intro-
duced, which will also reduce noise. Between the industrial areas and other 
units, it is necessary to expand the existing greenery system with a buffer func-
tion. In addition, tree plantings should obscure the technical infrastructure relat-
ed to the existence of the mine, which is unattractive for observers. The land-
scape of meadows and pastures can be diversified by planting groups of trees 
and shrubs. In addition to increasing the visual value, they will also improve the 
functioning of the main ecological structures, and in the future they may be-
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come ecological islands of local importance, facilitating the movement of mat-
ter in the environment.  

It is worth emphasizing that the introduction of new groups of tree 
stands should always be preceded by actual plant community research and iden-
tification of the existing habitat conditions. Only such a research process will 
make it possible to correctly indicate specific species recommended for plant-
ing. For example, in the process of shaping mid-field shelterbelts in dry soils, 
species such as: Pyrus communis, Prunus spinosa, Malus sylvestris. In humid 
and shady habitats: Prunus padus, Sambucus nigra, Sorbus aucuparia, Corylus 
avellana. 

7. Summary 

Visual analyzes of the landscape facilitate the process of identifying rural areas 
requiring revitalization works. They are an effective tool in identi-fying specific 
elements disrupting the spatial order and thus, indirectly, they can be used to 
indicate guidelines aimed at improving the quality of rural life. 
Revitalization of rural areas, which consists in deliberately shaping the vegeta-
tion by introducing tree coverings of a form appropriately matched to the area, 
e.g. in the field, along communication routes, has a positive effect on the land-
scape structure, both at the environmental and functional-spatial level. Proper 
species selection is also an inseparable issue related to the increase in the num-
ber of trees. The general rule is to avoid invasive species in favor of native 
plants adapted to the prevailing habitat conditions. 
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Abstract: In the paper there is presented an evaluation of variability of surface 
water quality (reservoirs and watercourses), on the area of degraded post-mining 
area in Bytom. The physicochemical analysis of water and compared with 
archival data obtained in 2009 and 2014. There were done analysis of following 
parameters: reaction, total content of substances dissolved in water, water 
hardness and the content of: Cl-, SO42-, HCO3-, Ca2+, Mg2+, K+, Na+, NH4+, NO3-, 
NO2-, PO4- ions as well as Fe and Mn. The examined surface waters were 
characterised by high content of solutes. Anions were dominated by chlorides, the 
sodium proved to be the dominating cation, the examined water samples were 
characterised by high concentration of sulphates. In all analyzed reservoirs, 
permissible concentrations of chlorides and sulphates were exceeded. In all 
sample points there was observed a decrease of pH value in long term period, the 
concentration of chlorides lowered, however concentrations of sulphates increased 
in the majority of sampling points. 
Keywords: degraded post-mining areas, quality of surface water, reclamation 

1. Introduction 
Degraded post-mining areas represent complicated, complex genesis as well as 
different environmental problems. One of the important problem is the issue of 
surface water protection. A good example of post-mining area is former 
Rozbark mine site in Bytom, where a surface water monitoring have been con-
ducted for 10 years. 

Investigated are is an example of an interesting and natural valuable 
greenery terrain of Bytom, showing significant influence of anthropogenic pres-
sure. The storage of communal and mining wastes of the land’s surface and 
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surface water contamination belong to the most important environmental prob-
lems in the described area. Coal, as well as Zn and Pb ores exploitation resulted 
in subsidence, collapses and construction of dumps, which led to the disturb-
ance of natural water circulation. A particular characteristic of the area is the 
diversity of different anthropogenic landforms and types of wastes. The main 
impact of underground mining in study area is presence of subsidences, which 
caused origin of anthropogenic water reservoirs. Another important factor of 
post-mining character of the terrain is the vicinity of mining waste dump, which 
influence of the concentrations of chemical compounds, particularly chlorides 
and sulphures. 

In the area connected with the mining activity, surface and groundwater 
chemistry was formed as a result of mine drainage, which begins from the in-
tensive weathering of waste dumps. Finally, this process may lead to heavy 
acidification and increase the concentration of sulphates and metals in the water. 
Mine drainage is observed especially in ore, coal mine and waste dumps, where 
waste rocks are exposed to atmospheric factors. In Poland, this problem occurs 
eg. in coal mines, which are located in the southwestern part of the Upper Sile-
sian Coal Basin (Pluta 2004), in the eastern part of the Arch of Muskau (Labus 
& Skoczyńska 2013), in the Częstochowa region (Razowska 2001) and in the 
vicinity of the mine waste dumps (Twardowska et al. 1988, Szczepańska 1990, 
Gawor & Lutyńska 2015). In the area of former mine Rozbark in Bytom, the 
influence of acide drainage is also observed. 

2. Characterization of study area 
2.1. Localization 
The post-mining degraded area of the former coal mine Rozbark is situated in 
the southern part of Bytom, in the neighbourhood of Chorzów and Siemianowi-
ce Śląskie (Fig. 1), between the streets Cicha, Łagiewnicka and Krzyżowa, as 
well as municipal parc (Park Miejski im. A. Mickiewicza) and small stream 
Rów Graniczny. 

As far as physio-geographical classification of J. Kondracki (2000) is 
concerned, investigated area is situated in the northern part of the Silesian Upland 
(Wyżyna Śląska), in the meso-region of the Katowice Upland (Wyżyna Kato-
wicka) and in the Bytom-Katowice Plateau (Płaskowyż Bytomsko-Katowicki). 
These areas represent a terrain with relative elevations of 260-270 m a.s.l. A sig-
nificant influence on the morphology of the land was derived from the mining 
exploitation (mining subsidences, coal mining waste dumps), as well as the 
exploitation of Zn and Pb ores. 
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The researched area has been used as a place of illegal waste storage for 
several years. As a result, water table and surface waters were exposed to con-
tact with hazardous effluents from disposed waste. The wastes and effluents 
were also hazardous for the soil cover. The natural relief was transformed by of 
the rise of new hills and slopes built of waste. The degradation of the landscape 
influenced the aesthetics of the naturally rich and attractive area (Fig. 2).  
 

 
Fig. 1. Location of the study area and sampling points: P1-P6 – sampling points 

 

 
Fig. 2. Study area in 2009 – illegal waste storage in the neighbourhood of water 
reservoirs (phot. Ł. Gawor) 
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2.2. Geological composition 
The lithological-stratigraphic description of the study area includes the Carbon-
iferous, Triassic, Jurassic, Paleogene, Neogene and Quaternary layers. The lay-
ers older than the Carboniferous were not taken into consideration, because of 
their low significance for reclamation processes. The oldest stratigraphic cell 
significant for the conducted work represent Carboniferous coal deposits, as 
well as accompanying rocks, associated with mining activity, which started 
more than 100 years ago in the region (Gabzdyl 1999).  

The Carboniferous orogeny was recognized in the study area from the 
coal seam 401 rudzkie beds, until the seam 621 of the porębskie beds. Geologi-
cal data on these seams are important, because they form the only basis on 
which the composition of the mining wastes disposed in the area may be con-
cluded. In this site, the following beds are distinguished: rudzkie, siodłowe and 
porębskie. The rudzkie beds occur in a form of alternating layers of sandstones, 
mudstones and siltstones with coal seams. The siodłowe beds are the most rich 
in coal Carboniferous layers and represent a complex of sandstones (sometimes 
also conglomerates) with an admixture of siltstones. The thickness of the coal 
seams in this area reaches 9-12 m – coal seam 510). The porębskie beds are 
characterized by the dominance of siltstones and mudstones over sandstones. 
The coal seams show large variability in thickness (Mgłosiek 1998). 

The Triassic deposits on the whole area reach significant thickness. Par-
ticularly sedimentary rocks from Muschelkalk are well developed. They are 
represented by different types of dolomites with Zn-Pb ores, comprised of ore 
minerals like sphalerite and galena. The thickness of carbonate rocks reaches 
100 m (Gabzdyl 1999). Under the carbonate layers, deposits of the Lower Trias-
sic – Bundsandstein, of which the main part (ret) is represented by limestone, 
marls and dolomites with an admixture of silts, can be found. Lower and medi-
um Bundsandstein is built of silts, sands, gravels and sandstones.  

In the neighbourhood of study area occur small patches of Jurassic de-
posits, which belong to Liass. Lithologically they represent multi-colour silts 
and clays with limonite as well as sands. 

There is a thick layer of Miocene deposits, represented by marl silts, 
sands, sandstones, gypsum and tuffite. The Pleistocene layers are represented by 
ground moraine sediments, shaped as sands, clays and sandy clays with admix-
ture of humus. The Holocene layers are represented by fluvial deposits – sands, 
clays and sandy clays with an admixture of humus. The thickness of these de-
posits reach 2.0-6.0 meters. 
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2.3. Hydrological and hydrogeological conditions 
The hydrogeological conditions of the Upper Silesian Coal Basin are shaped by 
two factors: a natural factor, which is the influence of the geological composi-
tion of the region, as well as the mining factor. Groundwater flow occurs in the 
Neogene, Triassic and Carboniferous deposits.  

Water-bearing strata and the quality of groundwater depend on mining 
exploitation and mine drainage. The study area is situated in the zone of degrad-
ed groundwater covering a surface of ca. 177 km2. The mines located in the 
neighborhood of the Bytom-Rozbark are characterized by different inflows. 
Their intensity is connected with the hydraulic contact of the mining works with 
the water table in Triassic rocks. As a consequence of long-term mine drainage 
of the Bundsandstein, the water table has been dropping systematically (Kropka 
et al. 1998). The long-term mining exploitation of Zn-Pb ores and hard coal, in 
the neighborhood of the study area, has caused changes in the morphology of 
the ground surface. The mining subsidence and waste dumps leads to disturb-
ances in natural water circulation. Changes in water conditions were caused, for 
example, by local inundation of the ground surface (Girczys, Sobik-Szołtysek 
2002). The study area designated for reclamation belongs to the catchment of the 
Bytomka River and is situated on the Bytomka’s tributary – “Rów Graniczny”. In 
the terrain depressions, three ponds linked together are to be found. There is no 
natural outflow from water reservoirs. Water which recharges the ponds comes 
from precipitation and infiltration from the “Rów Graniczny” (Fig. 3-4). 

 

 
Fig. 3. The stream “Rów Graniczny” (phot. Ł. Gawor) 
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Fig. 4. The pond in the central part of study area (sampling point P4) – low level aerial 
photograph (phot. Ł. Gawor) 

3. Materials and methods 
Surface water samples were collected in May 2018 at 6 measurement points: P1 
– control profile of “Rów Graniczny”; P2 – shallow pond overgrown with water 
plants; P3 – shallow pond overgrown with water plants; P4 – shallow pond; P5 
– tributary to the pond; P6 – tributary to the pond. Situation of sampling places 
referred to the samples taken in 2014 (measurement points P1-P5). Because of 
variable spatial conditions it was not possible to copy sampling place in P4 
point. In the point 6 there was taken a sample only in 2018.  

The places of collecting of the samples have been chosen regarding dif-
ferent kinds of surface water occurrence – ponds as stagnant water and streams 
and tributaries as flowing water. Between sampling points there was observed 
water flow. 

What was measured as part of chemical analysis were: reaction, total 
content of substances dissolved in water, water hardness and the content of: Cl-, 
SO4

2-, HCO3
-, Ca2

+, Mg2
+, K+, Na+, NH4

+, NO3
-, NO2

-, PO4
- ions as well as Fe and 

Mn. The analyses were carried out in the chemical laboratory of the Department 
of Applied Geology of the Silesian University of Technology in Gliwice. 

PH-value was marked with the use of ELMETRON – CX-742 multi-
function meter, dry residue was analysed according to the gravimetric method, 
water hardness by means of versenate test, while the content of chloride ions by 
using titration method. HCO3

- and Na+ ions concentration was established by 
concentration method. Remaining ions were tested by means of SLANDI LF  
– 205 microprocessor photometer. 

In 2009 there was done a complex technical and biological reclamation. 
There was done an inventarization and classification of wastes, which have been 
removed, what have had a key influence on the improvement of surface water of 
investigated area. The analysis and evaluation of complex reclamation including 



324 Aleksandra Czajkowska & Łukasz Gawor 
 

surface water quality has been done after 10 years. The study area has been 
restored, the impact of communal wastes and mining wastes has been dimin-
ished, what was one of the reasons that Authors decided to compare quality of 
surface water in mentioned above periods. 

4. Results  
Results of the analysis are shown in Table 1. 

 
Table 1. Results of the chemical analysis of surface water 

Parameter/Analysis Units P1 P2 P3 P4 P5 P6 

Dry residue mg/dm3 3072 2956 1650 4706 4723 4409 

pH  7.15 6.87 7.48 7.03 7.08 7.07 

Total hardness °n 54.68 47.67 32.25 72.9 72.9 65.89 

Carbonate hardness °n 23.83 22.71 13.18 31.4 31.97 27.48 

Non-carbonate 
hardness °n 30.85 24.96 19.07 41.5 40.93 38.41 

Chlorides mg Cl/dm3 763.25 869.75 550.25 1331.25 674.5 1278 

Sulphates mg SO4/dm3 1030 875 345 1850 1940 1670 

Bicarbonates mg HCO3/dm3 517.111 492.807 286.006 681.38 693.749 596.32 

Calcium mg Ca/dm3 210.42 150.3 110.22 290.58 250.5 250.5 

Magnesium mg Mg/dm3 109.44 115.52 72.96 139.84 164.16 133.76 

Potassium mg K/dm3 35 32 11 23 40 36 

Sodium mg Na/dm3 395.46 416.38 270.48 388.63 958.15 442.38 

Ammonium nitrogen mg NH4/dm3 0.3 0.3 0.2 < 0.1 0.2 0.2 

Nitrates mg NO3/dm3 10.7 3.5 3.4 0.9 1.5 1 

Nitrites mg NO2/dm3 < 0.02 0.02 0.08 0.04 < 0.02 0.03 

Phosphates mg PO4/dm3 < 0.2 < 0.2 0.4 < 0.2 < 0.2 0.4 

Manganese mg Mn/dm3 0.12 0.32 < 0.05 0.38 0.24 0.31 

Iron mg Fe/dm3 0.2 0.1 < 0.05 < 0.05 < 0.05 0.1 

 
  



Variabilities of Surface Water Quality… 325
 

The examined surface waters were characterised by high content of so-
lutes, ranging from 1650 mg/dm3 in P3 sampling site to 4 723 mg/dm3 in P4 and 
by slightly alcaline reaction. The only exception was the sample collected in P2 
site, whose reaction was slightly acid. 

According to Pazdro (1990) classification, as regards hardness, the test-
ed waters can be considered very hard and with the predominance of non-
carbonate type. 

Anions were dominated by chlorides, whose concentration ranged from 
550.25 mg Cl/dm3 in water collected in P3 site to 1331.25 mg Cl/dm3 in P4. 
Sodium proved to be the dominating cation and its concentration ranged from 
270.48 mg Na/dm3 in P3 site to 958.15 mg Na/dm3 in P5. 

The examined water samples were characterised by high concentration 
of sulphates; with the highest concentration observed in samples collected in 
P5 and P4 sites and amounting to 1940 mg SO4/dm3 and 1850 mg SO4/dm3 

respectively. Calcium content ranged from 110.22 mg Ca/dm3 (P3) to 290.58 mg 
Ca/dm3 (P4), while that of magnesium from 72.96 mg Mg/dm3 (P3) to 164.16 mg 
Mg/dm3 (P5). 

Water with the lowest level of mineralisation, collected in P3 site, had 
the highest concentration of nitrites (0.08 mg NO2/dm3) and phosphates (0.4 mg 
PO4/dm3). At the same time, it was characterised by the lowest concentration of 
manganese and iron – below 0.05 mg/dm3. The highest concentration of these 
metals could be observed in sites: P4 (0.38 mg Fe/dm3), P2 (0.32 mg Fe/dm3) 
and P1 (0.2 mg Mn/dm3). Concentration of potassium ranged from 11 mg 
K/dm3 in P3 site to 40 mg K/dm3 in P5 and that of nitrates also varied, amount-
ing to 0.9 mg NO3/dm3 in P4 site and 10.7 mg NO3/dm3 in P1. 

In order to determine how the quality of water changed in the course of 
time, results of this research were compared to those from 2014 and 2009. The 
exceptions were water samples taken at the measurement point P6, which were 
not included in the analysis from previous years. When compared to the analy-
sis from 2014, all the sampling sites proved to have a decreased reaction value 
of water. Concentration of chlorides in samples collected in sites P1, P4 and P5 
was lower in comparison to the samples collected in 2009 and 2014. The most 
significant decrease was observed in P1 site, where concentration of chlorides 
decreased by approximately 41% in comparison to 2009 and by 61% when 
compared to 2014 (Fig. 5). 
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Fig. 5. Concentration of chlorides in the sampling sites 
 
In P2 and P3 sampling sites, concentration of chlorides increased by 

111% and 43% respectively in comparison to 2014. 
In comparison to 2014, concentration of sulphates increased in water 

samples collected in all the sampling sites except for P1 (Fig. 6). 
The most notable difference as regards concentration was observed in P2 

sampling site, where the content of sulphates increased from 428 mg SO4/dm3 to 
875 mg SO4/dm3. In P1 site a decrease was observed in the content of sulphate 
ions by 33% when compared to 2009 and 38% in comparison to 2014. 

A similar tendency can be observed as regards Ca2+ and Mg2+ ions. In 
the surface water samples collected in 2018 in P2, P3, P4 and P5 sampling sites, 
both calcium and magnesium concentration is higher than in the samples which 
were analysed in 2014 (Fig. 7 and 8). 

The most considerable difference was noticed in P3 sampling site, 
where concentration of calcium increased by 83% in comparison to the results 
from 2014, as well as in P2 site in which the concentration of magnesium in-
creased by 179% when compared to the samples collected in 2014. 

In comparison to the results from 2009 a considerable decrease was no-
ticed in the content of ammonium ion in the examined water samples (Fig. 9). 
Concentration of that particular ion observed in water in 2018 was lower, by 
44% in P2 site and by 91% in P4, when compared to the results from 2009. 

In reference to 2014, decreased concentration was observed only in two 
sampling sites, which are P2 and P3. In P1 site one could observe an increased 
concentration of ammonium ion in comparison to the two previous measuring 
series (Fig. 9). 
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Fig. 6. Concentration of sulphates in the sampling sites 
 
 

 

Fig. 7. Concentration of calcium in the sampling sites 
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Fig. 8. Concentration of magnesium in the sampling sites 

Fig. 9. Concentration of ammonium ion in the sampling sites 
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Concentration of nitrates was the highest in 2018 in all the sampling 
sites, except for P4 (Fig. 10). In comparison to the results from 2014, concentra-
tion increase was noticed in sites P5 (by 88%) and P1 (by 1683%). 

Fig. 10. Concentration of nitrates in the sampling sites 

Area of disposed wastes and degraded water reservoirs in Bytom pre-
sents interesting, but not typical area, where surface water has been tested. In 
the literature (Pluta 2004, Labus & Skoczyńska 2013, Twardowska et al. 1988, 
Szczepańska 1990, Wiggering & Kerth 1991) the problem of contamination of 
surface water in post mining areas is limited to waste dumps or considers re-
gions of open-pit exploitation (Cała, Bismarck & Illig 2014). Only one position 
of literature describes similar study area, but in different period of time (Gawor 
& Lutyńska 2015). A part of results which can be compared is presence of chlo-
rides and sulphates in surface water, what is typical for coal mining wastes and 
geochemical processes occurring in these wastes. The values of mentioned 
chemical compounds are higher in similar mining areas like e.g. Ruhr Basin 
(Wiggering & Kerth 1991, Melchers, Westermann & Reker 2020). 

5. Summary and conclusions
Area of disposed wastes and degraded water reservoirs in Bytom represent in-
teresting and valuable terrain having though high degree of anthropogenic pres-
sure and implicating environmental problems. To the most important problems 
belong negative impact of disposed on the land`s surface wastes and the issue of 
surface water protection. 
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In 2009 there was done a complex technical and biological reclamation. 
There was done an inventarization and classification of wastes (stored on the 
land`s surface and in the water reservoirs), which have been removed, what 
have had a key influence on the improvement of surface water of investigated 
area. The analysis and evaluation of complex reclamation including surface 
water quality has been done after 10 years. The results are positive and it should 
be outlined the complexity of environmental issues, which required interdisci-
plinary knowledge on project and reclamation stages. 

In the first five years no significant improvement of water quality has 
been observed (Gawor & Lutyńska 2015). In the majority of collected samples 
the permissible concentrations of chlorides and sulphates were high and exceed-
ed. On this basis, it seems that the waste dumps located in the analysed area 
have not been completely leached yet, which causes additional pollution and the 
migration of pollutants to the surface water. It can be assumed that the self-
purification processes occurring in the aquatic environment are so slow, that 
they do not lead to perceptibly natural elimination of the pollutants. 

After 10 years since finishing the reclamation the anions were dominat-
ed by chlorides, the sodium proved to be the dominating cation, the examined 
water samples were characterised by high concentration of sulphates. In all ana-
lysed reservoirs, permissible concentrations of chlorides and sulphates were 
exceeded. This may be caused by presence of coal mining wastes in the north-
ern part of study area. Although a part of this wastes has been removed (lying in 
the direct vicinity of the pond), the other part of the dump still exists and precip-
itation water infiltrates through waste material.  

In all sample points there was observed a decrease of pH value in long 
term period, the concentration of chlorides lowered, however concentrations of 
sulphates increased in the majority of sampling points.  

Comparing analysed project with numerous similar projects in the area 
of the Upper Silesian Coal Basin it should be outlined that it represents one of 
the most interesting realizations concerning both the complexity and effective 
management of the terrain. 
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1. Introduction 
European Union, by implementing directives on the share of renewable energy 
sources (RES) in the energy balance, such as Directives 2009/28/EC and 
2001/77/EC, predicts that in the year 2020, the member states will achieve 
a twenty percent share of renewable energy sources in final energy consump-
tion. In the case of Poland, this level was set at fifteen percent, which is still 
a huge technological, political and economic challenge. It should also be noted 
that ensuring access to energy in accordance with the principle of sustainable 
development, i.e. in the interest of proper development of civilization while 
maintaining all environmental resources for future generations, is now a priority 
of world politics. Therefore, the search for new technological solutions in the 
field of renewable energy requires taking into account widely understood envi-
ronmental impact in the design process. 

Small Hydroelectric Power Plants (SHPP) are generating units which, 
due to their lower capacity are most often connected to low voltage lines, less 
often to medium voltage lines. In the farthest point from the transformer sta-
tions, the voltage will be lower than at the station itself (due to voltage drops 
and the so-called transmission losses). As a result, voltage drops will also be 
more dangerous and visible. Location at a point in the network between the 
network and the recipient of the source generating low voltage will limit the 
possible voltage drop, counted from the source to the recipient. At the point of 
connection of a small hydropower plant to the network, regardless of the volt-
age value before it is connected, it will be increased and will aim to the value 
generated from the power plant. 

Additionally, the use of micro sources in low-voltage networks results in 
a favorable current flow limitation. After switching on the power plant at a point 
in the network far away from the transformer station, partial demand of the recip-
ients behind the small hydropower plants will be supplied from a micro source. 
Thanks to this, with the increase in electricity demand the modernization or ex-
pansion of the distribution network will not be required or it may be postponed. 

Renewable energy sources (including SHPP) are susceptible to changing 
weather conditions (mainly the amount of rainfall in the catchment area), which 
forces the electricity market to have power reserves that can compensate for these 
fluctuations. The replacement by intermittent RES, has two-fold effect on power 
systems: reduction in inertia and intermittent generation, lead to the degradation 
of the frequency stability. In modern power system, the frequency regulation (FR) 
has become one of the most crucial challenges compared to conventional system 
because the inertia is reduced and both generation and demand are stochastic 
(Umer et al. 2020). Currently, a number of studies (Pradhan et al. 2021, Hunt et 
al. 2021, Xin et al. 2021) are being carried out in the field of energy storage solu-
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tions (mainly from renewable energy sources) that enable the balancing of the 
electricity availability profile regardless of weather conditions. 

One example is an innovative energy storage solution based on “buoy-
ancy energy storage” in the deep ocean. The ocean has large depths where po-
tential energy can be stored in gravitational based energy storage systems (Hunt 
et al. 2021). An interesting proposal for storing energy is storage in the form of 
hydrogen. Hydrogen has a good potential for energy storage because it can tack-
le the spatial differences in renewable energy supply, but its storage in com-
pressed gas or cryogenic liquid form incurs high investment cost. Liquid organ-
ic hydrogen carrier offers a much cheaper and more convenient way of storing 
hydrogen as compared to conventional means (Xin et al. 2021). 

Compared to other renewable energy sources, hydropower is character-
ized by very high productivity (Malicka 2018). In many countries (e.g. Norway, 
Switzerland, Brazil) it is the basic source of cheap and ecological energy that 
almost completely covers the country's electricity demand. Currently, there are 
766 hydropower plants in operation in Poland with a total capacity of 988.377 
MW, which in recent years, on average, generated approximately two thousand 
GWh/year of electricity from natural inflow. Of all hydropower plants, 685 are 
facilities with an installed capacity of no more than one MW. Total capacity of 
these installations is 103 MW and they generate approximately 320.5 GWh of 
electricity each year (Malicka 2018). Despite the small number of sites adequate 
for investments in large hydropower plants, it is estimated that there are nearly 
6,000 sites with high potential for building small hydropower plants (Figure 1). 

 

 
Fig. 1. Potential locations for SHP in Poland, http://www.restor-hydro.eu/restor-hydro-map/ 
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With the exception of piedmont areas, the vast majority of dams that 
can be developed (or built) in Europe are low-fall (drop below 20 m), with ul-
tra-low-fall objects (drop below 2.5 m) having the largest share (Malicka 2018). 

Most European, including Polish, SHP installations are technologically 
outdated, having low efficiency and do not taking into account the ecological 
aspects of using water courses (e.g. protecting migrating fish). Moreover, they 
are not adapted to work on watercourses with low, medium flows and small 
falls (these conditions prevail in Poland and Europe). It is also important that 
many currently operated turbines will have to be replaced with new ones within 
a few years due to expiration of the existing water-legal permits enabling their 
operation. The amendment to water law shortened the validity of water permits 
to a maximum of 20 years since obtaining a final decision, and regulations of 
Regional Water Management Authority (RZGW) on the conditions of using the 
waters of water regions introduce numerous requirements. Permits cannot be 
renewed, but new permits must be obtained. Obtaining new permits in the light 
of the applicable legal regulations poses numerous challenges for designers. 

A small hydropower plant is a hydropower facility listed in the Polish 
Act of July 20, 2017, Water Law, qualified for water facilities. The use of 
water for energy purposes is a special use of water, referred to in Art. 37 point 
5 of Water Law. The execution of SHP and the use of water for energy pur-
poses has not been mentioned in Art. 123a of Water Law, which means that it 
cannot be implemented on the basis of a water law notification. However, this 
requires obtaining a water law permit, which will set out the rights and obliga-
tions to an appropriate extent, resulting from Art. 128 of the Act, according to 
the information contained in a water law survey and other documents collect-
ed on the matter. 

Small hydropower plants operating in Poland are currently struggling 
with the renewal of water permits due to the applicable legal regulations, but 
above all because of their different interpretations by administrative authori-
ties issuing permits. The introduced regulations should apply to newly built 
devices, but many of them impose new obligations on the existing devices 
(Basiński 2015). 

Current law makes it necessary to increase intact flow even on river 
courses with a highly developed infrastructure, poor in flora and fauna. This situa-
tion often determines profitability of further SHP’s activity, as it directly trans-
lates into limitations in the amount of available water, which determines the effi-
ciency of a power plant (Augustyn 2010, Basiński 2015, Khudhiri et al. 2018). 
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In addition, damming of watercourses’ inland surface waters or their 
sections in question is unacceptable if the damming structures are not equipped 
with devices ensuring free migration of fish. There are now known cases of 
properly functioning fish passes, which although once received positive opin-
ions, do not meet requirements for their operation. Such requirements include 
larger chambers due to planned restitution of salmon and other migratory fish 
species in particular streams (Malicka 2018). 

2. The impact of small hydropower plants on a river ecosystem 
Currently operating small hydropower plants, including micro-power plants 
with a capacity of less than 300 kW, have a detrimental effect on ichthyofauna. 
Losses in the natural environment of rivers and streams are very serious and 
threaten the survival of protected species. Basic problems related to location and 
operation of small power plants are: isolation of species occurring due to trans-
verse development of rivers, blocking flows during the so-called low waters, 
causing channels to dry up and killing fish turbines. These threats also concern 
rivers flowing in protected areas, including Natura 2000 areas. Taking into ac-
count marginal energy potential of small hydropower plants, despite their large 
number (in the Pomorskie Voivodeship 86 power plants generate a total of 
6.3 MW only), environmental damage caused by their operation is disproportion-
ately high (Witkowski et al. 2009). 

The quality of rivers depends on a catchment area, therefore their condi-
tion (especially biological) is the sum of all events taking place in the basin 
(Waters et al. 2015). Construction and operation of river infrastructure has 
many negative effects on flowing waters, mainly due to their natural continuity 
disruption. Division into separate parts of the previously homogeneous whole 
system causes rapid abiotic and biotic changes in the structure and functioning 
of a river. Their impact on ichthyofauna in the river below a partition is ex-
pressed by (Waters et al. 2015): 
 physical changes to habitats, 
 modifications to thermal, seasonal and daily water flow regime, 
 changes in the availability of food base, 
 changes in the composition and structure of fish communities leading to 

changes in biotic interactions. 
 
An example of hydrotechnical infrastructure impact on biodiversity 

in the area of ichthyofauna is presented in Table 1. 
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Table 1. The numbers of fish caught in the Liw and Wierzyca rivers and the number of 
their species before and after the construction of hydrotechnical structures for the SHP 
and as a result of its operation (Witkowski et al. 2009) 

River/fishing Year Fish abundance Number of species 
The number of fish 
caught on the site in 

Liw below the 
Młyniska power plant 

near Gąty in years 
1999, 2004 and 2011 

1999 228 11 
2004 116 9 

2011 44 9 (4 left but  
1 arrived) 

The number of fish 
caught on the site in 
Wierzyca below the 

power plant in Zamek 
Kiszewski in 

1997 and 2012 

1997 251 12 

2012 103 9 (4 left but  
1 arrived) 

 
As can be seen from the example presented in the table, construction 

and operation of SHP, despite obtaining water and legal permits for its commis-
sioning, has a significant impact on the ecosystem. 

Factors affecting, directly and indirectly, river ecosystem in the case of 
a small hydropower plant are: 
 mechanical damage to fish bodies as a result of turbine rotor blades blows, 
 damage to fish bodies as a result of pressure in a device (fish die sometime 

after leaving a device due to damaged gills), 
 introducing lubricants to waters, 
 vibrations and oscillations generated by devices, 
 interference with a natural water threshold (construction works), 
 disturbance of a river course natural continuum. 
 

One of the technical solutions of a small, ecosystem-friendly hydropow-
er plant is the use of a water turbine using an Archimedean screw (Waters et al. 
2015, Dedic-Jandrek et al. 2019). By limiting pressure fluctuations and the 
speed of the flowing medium, aquatic organisms can flow through the power 
plant without damage. The Archimedes screw is regarded as one of the earliest 
hydraulic machines. It is built of a helical array of simple blades that are sur-
rounding the central cylinder. The Archimedes screw is supported within 
a trough. A small gap separates the screw and the trough. It allows the screw to 
rotate freely. This design allows only a small amount of water to drain over the 
edges of the blades (Piper et al. 2018). 
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Another solution, proposed by the authores, is the advantageously se-
lected shape of the blade of a slow-running water turbine. Due to the appropri-
ate shaping of the stream of the flowing medium, the organisms located in the 
inter-blade space are repelled from the edge of the blades, which limits the pos-
sibility of mechanical damage to the organisms. 

 

 
Fig. 2. Stream lines in the interscapular space (own research) 

 
Fish passes can also be an alternative. The specificity of modern ecolog-

ical fish passes is the variability of their construction parameters, which must be 
adapted to the biological requirements of the fauna inhabiting the river (fish, 
invertebrates) and the local conditions of the investment implementation. The 
biological and environmental conditions that inspire the fish to migrate and the 
limited ability to overcome obstacles on their way constitute the basis for the 
design assumptions of these devices. Their common feature is a loose structure, 
maintaining a system of gaps and gaps. These devices can be constructed in the 
form of (Wiśniewolski 2003): 
- walk around imitating natural streams that avoid the obstacle, 
- half-timbered fish passes (a combination of a bypass and a chamber fish 

pass), where the partitions separating individual chambers are made of 
loosely positioned boulders, between which a system of different widths of 
gaps is left, 

- rapids (ramps), imitating the gorge sections of the river strewn with boul-
ders and stones. 

 
These design proposals are complemented by slot fish passes, intended 

for high damming in the terrain conditions preventing the execution of a suffi-
ciently long ecological fish pass. 
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The diversity of environmental conditions, the degree of transformation 
of river ecosystems and the hydrotechnical structures existing on them, forces an 
individual approach to each situation of building a fish pass. Each of them is an 
individual, unique structure. Using the already developed solutions, the technical 
parameters of several selected types of fish passes are given in the further part of 
the paper. They should be treated as examples that, after modification taking into 
account local conditions, can be used in the development of new designs of fish 
passes built to restore the ecological permeability of Polish rivers. 

3. Obtaining water legal permits 
In order to obtain a water permit, an application must be submitted to the State 
Water Holding of Polish Waters. The most important elements of the set of 
documents are:  
a)  application for a water permit, 
b)  water law survey, 
c)  description of the intended activity, 
d)  decision on environmental conditions, 
e)  an excerpt and a sketch from a local spatial development plan, 
f)  decision to determine the location of a public purpose investment, 
g)  decision on development conditions, 
h)  water law assessment, 
i)  excerpts from a land register or simplified excerpts from a land register for 

real estate located within the range of the impact of the intended water use 
or within the range of the impact of the planned water facilities, 

j)  draft water management manual, 
k)  hydrogeological documentation. 

 
The most important and problematic element of the application is the 

water law survey. The survey is made in writing in a descriptive and graphical 
form, as well as on IT data carriers as a text document, and the graphic part of 
the survey in the form of raster-type files (PDF) or files in vector format of spa-
tial data, mapped in one of the applicable geodetic coordinate systems (Radtke 
et al. 2012). 

The descriptive part of the water law survey (adjusted to the type of ac-
tivity covered by the water law permit) includes, inter alia (https://wody.gov.pl/ 
pozwolenie-wodnoprawne): 
 specification of the purpose and scope of the intended use of water, the 

purpose and type of planned water facilities or works, the type of measuring 
devices and shipping signs, the type and range of impact of the intended use 
of water or the planned water facilities, the legal status of real estate located 
within the range of impact of the intended use of water or water facilities 
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planned to be constructed, specifying the seats and addresses of their own-
ers – in accordance with the land and building records, obligations of the 
applicant for a water permit in relation to third parties; 

 description of the water device, including basic parameters characterizing 
this device and the conditions for its implementation, and its location by 
means of information on the name or number of the cadastral area with the 
number or numbers of registration plots and coordinates; 

 characteristics of the waters covered by the water permit; 
 land use plans, river basin management plan, flood risk management plan, 

drought counteracting plan, marine water protection program, national mu-
nicipal wastewater treatment program, plan or program for the development 
of inland waterways of special transport importance; 

 determination of the impact of planned water facilities or water use on sur-
face waters and groundwater, in particular on the condition of these waters 
and the implementation of environmental objectives specified for them; 

 the size of the intact flow, the method of its calculation and reading its value 
at the point of water use; 

 the size of the multi-year average low flow (SNQ) or groundwater re-
sources; 

 the planned start-up period, the procedure to be followed in the event of 
start-up, stoppage of operations or failure of devices essential for the im-
plementation of the water permit, as well as the size and conditions of water 
use and water facilities in these situations, along with their maximum per-
missible duration; 

 information on forms of nature protection created or established pursuant to 
the Act of 16 April 2004 on nature protection, occurring within the range of 
the impact of the intended water use or water facilities planned to be con-
structed. 

 
The graphic part of the water law survey includes, inter alia, (Witkow-

ski et al. 2009): 
 the plan of water facilities and the impact range of the intended use of water 

or water facilities planned to be constructed, along with their surface, 
marked on the situational and height map of the area, with the property 
marking; 

 basic longitudinal and transverse sections of water devices and flowing wa-
ter channels within the range of their impact; 

 the diagram of the measuring devices’ arrangement and shipping marks; 
 functional or technological diagram of water devices. 
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Another important document, the quality of which has a key impact on 
obtaining a permit, is the decision on environmental conditions, which specifies, 
inter alia, (Witkowski et al. 2009): 
 conditions of land use at the stage of implementation and operation or use of 

the project, with particular emphasis on the need to protect valuable natural 
values, natural resources and monuments, and to reduce nuisance to neigh-
bouring areas; 

 environmental protection requirements necessary to be included in the doc-
umentation required to issue other decisions listed in Art. 72 sec. 1 of the 
Act on the provision of information on the environment and its protection, 
public participation in environmental protection and environmental impact 
assessments on a building permit, approval of a construction design or 
a permit to resume construction works. In particular, these requirements 
must be included in the construction design necessary for the issuance of 
certain decisions, e.g. a building permit, a permit to resume construction 
works, or a permit for a road investment. 

 requirements for limiting transboundary environmental impact in relation to 
projects for which the procedure for transboundary environmental impact 
was carried out. 

 
The most important factor guaranteeing obtaining a water permit for the 

operation of SHP is undoubtedly its appropriate design in the light of applicable 
regulations - primarily regarding its impact on the environment. 

4. Design guidelines for small hydropower plants in the aspect 
of obtaining water legal permits 
Designing flow devices requires a multi-criteria concept, taking into account 
phenomena occurring in liquids. Currently, designers are helped by the latest 
computer-aided design tools. An example of such an approach is the Zawiślak 
method presented in Figure 3 (Zawiślak 2017). 

The application of the method includes the design of a water turbine for 
SHP, but it is extremely important to correctly formulate the problem to obtain 
a technical solution that can meet the requirements of a water permit and to be 
used to prepare the survey. In this case, the efficiency criterion of the device 
gives way to the priorities related to environmental protection. 
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Fig. 3. Scheme for the design and modernisation of machines and flow-through systems 
using CFD software 

 
For the design of a water turbine, apart from the criterion of its efficien-

cy and the obvious for this type of devices, ensuring the amount of available 
water appropriate for a given watercourse (which translates into the size of the 
turbine), the following assumptions should be made: 
I. the geometry of turbine cannot cause mechanical damage to fish fauna 

(the shape of rotor blades and spaces available for fish flow with dimen-
sions characteristic for a given river ecosystem); 

II. pressures inside the flow device must not damage the gills of fish (pres-
sures causing cavitation are not allowed); 

III. the design of turbine should ensure that the lubricant does not come into 
contact with river water (bearings are raised above water level); 

IV. the noise of device should not exceed 80 dB; 

FORMULATING THE 
PROBLEM 

ANALYSIS OF 
UNDERLYING DATA 

ANALYSIS OF 
LIMITATIONS 

ON-SITE VERIFICATION 

TOO SIGNIFICANT — ›  

CH
AR

AC
TE

RI
ST

IC
S 

ANALYSIS OF OBTAINED 

ANALYSIS AND 
ASSESSMENT OF THE 
SENSITIVITY OF THE 

FLOW SYSTEM: 
SELECTION OF THE 

RANGE COVERED BY 
NUMERICAL ANALYSIS 

METHODOLOGY OF 
TECHNICAL DESIGN 

_ * —  

CFD SIMULATION 

ASSESSMENT OF 
FEASIBILITY 

m m g 
MATERIAL LACK OF DATA — ›  E Q 8 g 

g 5 < 2 9 — ›  TOO LARGE AREA .9 % L5 2 % 
UJ _ —LACK OF JUSTIFICATION FOR , ź E g 0 % 

IMPLEMENTATION 5 % Ś _, 
n: LLI E ę E cr 

CREATION OF A GEOMETRIC MODEL 
OF AN EXISTING OBJECT (OR A “ — I  YES 

STRUCTURALLY SIMILAR OBJECT) 
IMPROVEMENT OF 

1 THE SYSTEM 
CREATION OF A VARIANT GEOMETRIC 

MODEL NO 

I 
& 

SELECTION OF A MATHEMATICAL 
FLOW MODEL THAT FULLY OR 

SUFFICIENTLY DESCRIBES PHYSICO- 
CHEMICAL PHENOMENA OCCURRING 

i 

- DETERMINATION OF BOUNDARY 
CONDITIONS - SELECTION OF 
DISCRETIZATION MODEL AND 
RELAXATION PARAMETERS 
- CALCULATIONS, OBTAINING 

CONCURRENT RESULTS 

# 
CONCLUSION BASED ON FLOW 

(RATIONALITY) OF THE 
TECHNICAL SOLUTION 

IMPLEMENTATION = END 
OF PROJECT 

OBSERVATION: 
PHYSICALITY OF THE SOLUTION 

| CREATION OF A DISCRETE MODEL I I —  

O
F A

CT
UA

TI
ON

 O
F M

AT
HE

MA
TI

CA
L E

QU
AT

IO
NS

 

NO
NP

HY
SI

CA
L R

ES
UL

TS
, V

ER
IF

IC
AT

IO
N 

UN
SA

TI
SF

AC
TO

RY
 PE

RF
OR

MA
NC

E (O
TH

ER
 DE

VI
CE

 PA
RA

M
ET

ER
S)

 
RISK ANALYSIS 

RELEVANCE OF THE RESULTS 

ADEQUATE 

PHYSICAL RESULTS, 
WITHOUT RISK (LOW RISK), 



Designing a Small Water Power Plant in Poland… 343
 

V. the device should be optimized in terms of vibration emission (installing 
anti-vibration solutions); 

VI. installation of the device should have the least possible construction inter-
ference with the existing water threshold/natural damming; 

VII. the device should enable free fish migration, including upstream (e.g. 
hydroelevator system); 

VIII. ensuring adequate durability of the device (e.g. by applying coatings on 
the rotor blades); 

IX. the device should ensure the use of a water threshold with natural falls 
(usually low or ultra-low), which will enable the use of existing, natural 
dams. 
 
Formulation and parameterization of the above criteria and then inference 

based on the results of numerical calculations concerning their fulfillment will 
allow to design a device that will enable obtaining a water permit according to 
new legal regulations. 

5. Conclusion 
1. The theoretical resources of hydropower in the world are estimated at 

40,700 TWh/year (23 TWh/year in Poland), while exploitation resources 
are estimated at nearly 15,000 TWh/year (12 TWh/year in Poland). 

2. Designing small hydropower plants (SHP) with a capacity of < 5MW, in-
cluding micro (0.1-05 MW) and mini (0.5-2 MW) power plants, in the face 
of current legal regulations, is an interdisciplinary issue, because efficiency 
priorities are now not as important as environmental ones. 

3. The study analysed current regulations enabling obtaining of water-legal 
permits and proposed design guidelines in the area of small hydropower 
plants, taking into account the impact of SHP on the condition of river eco-
system. 

4. Taking the formulated criteria into account in the design process will allow 
obtaining water-legal permits in the light of the current legislative condi-
tions. 

 
The article was developed as part of project POIR.01.01.01-00-0839/16-00 

“R&D works on developing environment-friendly water microturbines  
(ECOTURBINE) intended for watercourses with low water falls and natural 

dams” funded by the National Centre for Research and Development. 
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Abstract: This work was performed to improve the storage and transportation 
technology of gas hydrates in nonequilibrium conditions. At atmospheric pressure 
and positive ambient temperature, they gradually dissociate into gas and water. 
Simulation of the gas hydrate dissociation will determine optimal conditions for 
their transportation and storage, as well as minimize gas loss. Thermodynamic 
parameters of adiabatic processes of forced preservation of pre-cooled gas hydrate 
blocks with ice layer  were determined theoretically and experimentally. Physical 
and mathematical models of these processes were proposed. The scientific novelty 
is in establishing quantitative characteristics that describe the gas hydrates 
thermophysical parameters thermophysical characteristics influence on the heat 
transfer processes intensity on the interphase surface under conditions of gas 
hydrates dissociation. Based on the results of experimental studies, approximation 
dependences for determining the temperature in the depths of a dissociating gas 
hydrate array have been obtained. Gas hydrates dissociation mathematical model 
is presented. 
Keywords: gas hydrates, self-preservation effect, experimental studies, 
mathematical modeling, dissociation 

1. Introduction 
It has now been established that the amount of natural, technically recoverable, 
gas-gas hydrate is ~ 3×1014 m3 (Pavlenko 2020). Different, sometimes contra-
dictory, data on gas hydrate content in the natural environment are specified in 
literary sources, but it is obvious that natural gas hydrate is a huge energy re-
source with global distribution in permafrost regions and oceans; its vast vol-
ume requires to be estimated as a potential energy source.  

In addition to hydrate production technologies, one of the promising ar-
eas for the development of gas hydrate technologies is the transportation and 
storage of gases in the form of gas hydrates. (Boswell & Collett 2011, Zhao 
et al. 2015). The self-preservation ability at temperatures below 0 degrees Cel-
sius is important for their storage and transportation (Brown et al. 2010, Chong 
et al. 2016). That is, if the pressure is decreased over the formed hydrate, it dis-
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sociates and forms a thin film of ice on its surface, preventing it from further 
dissociation. Considering the high gas capacity of the hydrate (up to 164 m3 of 
gas per 1 m3 of hydrate), it is possible to store and transport gas under atmos-
pheric pressure in the form of solid pellets. 

A characteristic feature of crystalline hydrates is that their formation 
temperature is much higher than water freezing point. However, as temperature 
rises to form a gas hydrate, it is necessary to increase the pressure.  

Fig. 1 shows a methane-water system P-T phase diagram with stability 
areas of methane hydrates. As can be seen in Fig. 1a, the hydrate, formed at low 
pressure values, is stable if thermobaric conditions are located at the bottom 
right of the three-phase monovariant equilibrium line. Thus, under appropriate 
conditions, corresponding to the stability area, the hydrate will be formed soon-
er or later (with sufficient amount of gas and water). At very high pressures, 
since compression of fluid phases is higher than the solid hydrate, there comes 
a time when the hydrate phase volume and the phase of dissociation products 
are equalized and, therefore, hydrate dissociation curve (hj) passes through 
a maximum (47.7°C at 5·105 kPa, Fig. 1b). Upon reaching point Qh, a break in 
the hydrate dissociation curve is observed, resulting from formation of a new 
hydrate hx, its composition and structure have not been studied yet. But since it 
is almost impossible to imagine any other than van der Waals interactions be-
tween methane and water, it can be assumed that this compound also has 
a clathrate origin.  

Adding a gas molecule to the clathrate water lattice results in an in-
crease in the packing coefficient compared to ice Ih (k = 0.43) to 0.47-0.52 for 
KS-II hydrates (with a stoichiometric composition 1: 17), for KS-I hydrates up 
to 0.53-0.58 and hydrates with completely filled voids up to 0.59-0.60. Hydrate 
properties under pressure varies from dissociation to different degrees of stabili-
zation. The guest molecule complementarity and structural void is still not 
enough to form a denser structure with a factor close to 0.74. Therefore, at high 
pressures, the clathrate structure density becomes less than the gas phase densi-
ty, resulting in the maxima in hydrate dissociation curves (just like in the case 
of methane hydrate, Fig. 1b). 

It is worth mentioning the following feature: even under required ther-
modynamic conditions, the reaction of hydrate formation takes a while. Disso-
ciation of hydrocarbon hydrates is usually an easier process than their for-
mation; under metastable equilibrium conditions they can be stored for a long 
time as a result of their self-preservation effect (Kipyoung et al. 2014, Ke et al. 
2019). It consists in the fact that, in the process of dissociation, gas hydrates are 
covered with ice crust, preventing their further dissociation. 
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                   a)                                                                b) 

   

Fig. 1. P, T-phase diagram of a methane-water system; a – within the range from 0 to 
250 · 105 Pa; b – within the range from 0 to 15 · 105 kPa 

 
This property of hydrates allows significant volumes of gas to be trans-

ported and stored for a long time in gas hydrate stores (Archer 2007). Therefore, 
the metastable state of gas hydrate can be maintained due to its self-preservation 
effect (Vysniauskas & Bishnoi 1983). These issues were studied by (Koshlak & 
Pavlenko 2019, Pavlenko 2020, Pavlenko & Koshlak 2019, Pavlenko et al. 2014, 
Pavlenko et al. 2014a). However, thermodynamic parameters of forced preserva-
tion of gas hydrate with an ice layer are understudied. 

Already in the 1990s, companies in Japan, Norway, England and others 
began to develop industrial technologies for production, preservation, storage, 
transportation and use of natural gas hydrates or NGH (Kim et al. 2015). Gas 
hydrate transportation under nonequilibrium conditions (with atmospheric pres-
sure and temperature not less than 258 K) seems to be the most advantageous. It 
is based on production of gas hydrate structures, which under these conditions 
will be highest resistant to dissociation. 

In (Veluswamy et al. 2017), a method for gas hydrate production in the 
form of granules covered with ice crust was proposed. However, given the con-
siderable total surface area of granules, it will result in a significant increase in 
the ballast water (ice) in a hydrate. 

Hence, thermodynamic and technological parameters of phase transitions 
during forced preservation of gas hydrate with an ice layer shall be determined. 

2. Research results 
Previous experiments have shown that forced self-preservation of hydrate 
blocks shall be performed at appropriate pressure and temperature at the bound-
ary of thermodynamic saturation. In Fig. 2 curve 2 limits the area of Р-Т param-
eters of natural gas hydrate self-preservation (CH4 – 92.8%; C2H6 – 5.1%; C3H8 

-100 
P 105, Pa 5000 10000 P 105, Pa 15000 



Self-preservation Effect of Gas Hydrates 349
 

Pr
es

su
re

, M
Pa

 

– 2.1%). According to Fig. 2, the process shall be performed at a pressure high-
er than equilibrium values of hydrate formation. 
 

 
 
 
 
 
 
 
 
 
 

 
Temperature, K 

Fig. 2. Conditions of gas hydrate self-preservation: 1 is a gas hydrate equilibrium curve 
(CH4 – 92.8%, C2H6 – 5.1%, C3H8 – 2.1%); 2 is a curve that limits the area of gas 
hydrate Р-Т surface parameters for self-preservation 

 
For instance, for the average composition of natural gas, a pressure of 

not less than 0.85 MPa shall be maintained. However, water crystallization at 
this temperature will be too slow. Therefore, the initial temperature of a gas 
hydrate sample shall be lower. In our opinion, the optimal temperature shall be 
258K. In this case, the gas hydrate dissociation, according to the equilibrium 
curve, will be prevented at 0.7 MPa. Therefore, the preservation process can be 
performed at a pressure higher than the equilibrium for the hydrate of this com-
position for the appropriate temperature. 

However, this process under pressure will significantly complicate the 
technology. 

Depending on heat transfer conditions on the hydrate surface, three 
main processes are distinguished. We present them in the order of intensifica-
tion of heat supply to the surface: Self-preservation, ice crust melting and inten-
sive hydrate dissociation. At self-preservation heat supply to the GH surface is 
relatively small. The gas hydrate surface temperature is one-two degrees below 
0°C, and the ice crust does not melt.  

To calculate hydrate storage, the dissociation process can be considered 
long enough to establish a stationary temperature distribution in the hydrate 
block. But the temperature range for hydrate self-preservation as the first pro-
cess implementation, shall be determined to prevent its dissociation. 

Let us consider a cylindrical gas hydrate block with height h and diame-
ter d, cooled to a temperature below 273K. 
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Since a gas hydrate block has a negative temperature, water crystallizes 
on the block surface during time tkr. The phase transition heat can be considered 
an internal source of energy of the wetted layer. Under adiabatic conditions, the 
released heat is dissipated into the middle of a sample to a colder dry gas hy-
drate. A physical model of the water crystallization process in the pores of the 
wetted surface layer a gas hydrate is schematically shown in Fig. 3. 

 

 
Fig. 3. Gas hydrate self-preservation: GH is gas hydrate; W + G – water and gas 
hydrate; Тc, Tgh is initial temperature of wet and dry gas hydrate, respectively;  
Тc is temperature in the sample center 

 
For a one-dimensional temperature field, heat propagates in the direc-

tion of ОХ axis (Fig. 3). Thermal coefficients are assumed to be independent of 
coordinates and time. 

In dry and wetted gas hydrate zones we will allocate elementary vol-
umes of dxdydz. The difference between heat flows is the amount of energy, 
accumulated by the gas hydrate in this volume: 𝑞௫𝑑𝑦𝑑𝑧 − 𝑞௫ାௗ௫𝑑𝑦𝑑𝑧 = 𝑐௚௚𝜌௚௚ డ ೒்೒డఛ 𝑑𝑥𝑑𝑦𝑑𝑧 (1) 

The change in dry gas hydrate temperature over time in cylindrical co-
ordinates is determined by the following equation: డ ೒்೒డఛ = 𝑎௚௚ ቀడమ ೒்೒డ௫మ + ଵ௫ డ ೒்೒డ௫ ቁ ;  𝜏 > 0, 0 < 𝑥 < 𝑅; 

where Tgg is dry gas hydrate temperature, K; agg is temperature conductivity 
coefficient of dry gas hydrate, m2/s; R is a sample radius, m. 

Let us consider characteristics of wetted gas hydrate heat transfer. The 
amount of heat, entering the elementary volume through a right face of dydz 
area per unit time will be qxdydz, and the amount of heat, leaving it through the 

Tc 
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opposite face will be qx+dxdydz. Water crystallization in gas hydrate is accompa-
nied by heat release in an elementary volume: 𝑑𝑤𝑑𝜏 𝑑𝑥𝑑𝑦𝑑𝑧 = 𝜌𝐿𝑚𝑑𝑉𝑉𝑑𝜏 𝑑𝑥𝑑𝑦𝑑𝑧. 

The difference between heat flows of the wetted gas hydrate is the 
amount of energy, accumulated by the gas hydrate in this volume: 𝑞௫𝑑𝑦𝑑𝑧 = 𝜌𝐿𝑚𝑑𝑉𝑉𝑑𝜏 𝑑𝑥𝑑𝑦𝑑𝑧 − 𝑞௫ାௗ௫𝑑𝑦𝑑𝑧 = 𝑐𝜌 𝜕𝑇𝜕𝜏 𝑑𝑥𝑑𝑦𝑑𝑧 

The equation, describing the change in temperature of the gas hydrate 
wetted layer during cementation, in cylindrical coordinates has the following 
form: 𝑐௞𝜌௞ డ்ೖడఛ = 𝜆 ቀడమ்ೖడ௫మ + ଵ௫ డ்ೖడ௫ ቁ + 𝜌௪𝐿 ௗ௏ೢ௏ೖௗఛ ;𝑉௪ = 𝑉௞𝑚;𝐴 ≥ 𝑉௪ ≥ 0;𝑅 < 𝑥 < 𝑅 +1;  𝜏 > 0;  
where: Tk is the wetted gas hydrate temperature, K; Vw, Vk are volumes of ap-
plied water and wetted layer, respectively, m3; ck - specific heat of water-wetted 
gas hydrate, J/(kg∙K); ρk, ρw is density of wetted layer and ice, respectively, 
kg/m3; 
λk is thermal conductivity of the wetted layer, W/(m∙K); L is specific heat of 
water crystallization, J; m is gas hydrate porosity; V is the amount of applied 
water per sample, m3.  
Initial conditions: 𝑇௞ሺ𝑥, 0ሻ = 𝑇଴,𝑅 < 𝑥 < 𝑅 + 1,𝑇௚௚ሺ𝑥, 0ሻ = 𝑇ଵ, 0 < 𝑥 < 𝑅. 

Let us set thermal symmetry conditions in the center of a gas hydrate 
block, and a process of sample heat exchange with the environment is consid-
ered adiabatic. The contact is considered perfect at the dry and wet hydrate in-
terface. Let us take up boundary conditions of the fourth kind. They will look as 
follows: 𝜏 > 0 − 𝜆௚௚ డ ೒்೒డ௫ ቚ௫ୀ଴ = 0; −𝜆௞ డ்ೖడ௫ ቚ௫ୀோ = −𝜆௚௚ డ ೒்೒డ௫ ቚ௫ୀோ;   𝑞௞|௫ୀோାଵ = 0. 

The problem was solved by the finite difference method (grid ap-
proach). 

The behaviour the temperature field of a gas hydrate sample during self-
preservation of its surface layer is shown in Fig. 4 (temperature distribution at the 
end of water crystallization in pores, depending on the formed layer thickness for 
blocks with a base radius of 0.08 and 0.6 m), Fig. 5 (temperature distribution in 
a hydrate block with a base radius of 0.08 m at the end of water crystallization in 
surface layer pores, depending on the gas hydrate initial temperature). 
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Fig. 4. Temperature distribution in a sample, 0.08 m in diameter, after water 
crystallization in the surface layer pores, depending on crust thickness (amount 
of applied water) and its crystallization time: initial temperature: a sample – 259K, 
water – 273.1K 
 

 
Fig. 5. Temperature distribution in a sample, 0.08 m in diameter, after water 
crystallization in surface layer pores, 2 mm thick, depending on the initial temperature 
(T0) of a gas hydrate (water temperature is 273.1K):1 – T0 = 259 K; 2 – T0 = 256K;  
3 – T0 = 253K 

 
Therefore, according to the calculation as a result of water phase transi-

tion in wetted layer pores, its temperature rises sharply (for a sample, 0.08 m in 
diameter to 272 and 268K, respectively, with a layer, 6 and 3 mm thick). Howev-
er, at atmospheric pressure, the first option is unacceptable, as under these condi-

1 – 1 mm; 
2 – 2 mm; 
3 – 3 mm; 
4 – 4 mm; 
5 – 5 mm 
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tions, gas hydrate will intensely dissociate. At the same time, during layer preser-
vation with a water film up to 2 mm thick, its dissociation will be minimal. 

Water crystallization time in surface layer pores, 2 mm thick, at the ini-
tial temperature of a sample in the range of 253-259K is ≈ 100 s. 

To verify the self-preservation process mathematical model, a series of 
experimental studies were performed. Formed and pre-cooled cylindrical gas 
hydrate samples, 0.08 m in diameter and 0.11 m high were studied. After for-
mation, samples had an average porosity of 0.06, hydrate lattice filling is 
83 mm. The effect of sample initial temperature on water crystallization time 
and formed protective layer thickness (initial temperature is 259 K) was evalu-
ated. It was determined that in adiabatic conditions water, after partial dissocia-
tion at heat supply, completely crystallized in pores, no considerable dissocia-
tion is present. 

The obtained experimental data on the self-preservation of gas hydrates 
are in good agreement with the calculated ones. Figures 6 and 7 illustrate this 
conclusion. The correlation coefficients are in the range of 0.99-0.97 and the 
coefficients of variation are 0.034-0.1. This testifies to the good accuracy of the 
proposed mathematical model. 

 

 
Fig. 6. Comparison of the calculated and experimental data on the crystallization time 
of water in the pores of the surface layer of gas hydrate, depending on its thickness 
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Fig. 7. Comparison of calculated and experimental data on the formation time of the ice 
crust for different initial temperatures of the gas hydrate block 

3. Conclusions 
The performed study results show that the main cause of a hydrate self-
preservation effect is decrease of temperature in its deep layers as a result of par-
tial dissociation. The ice crust formation on a dissociating GH surface is a conse-
quence, not a cause of the self-preservation effect. Therefore, in the mathematical 
modelling of thermal processes that occur during hydrate block dissociation, it 
shall be considered that heat sink is a function of temperature and pressure at this 
point of the hydrate block. 

The conditions under which self-preservation of hydrates of different 
gases can be achieved are determined. It is determined that the hydrate block 
size on a self-preservation effect depends on a temperature distribution inside 
the hydrate block. In a large block, a lower temperature is achieved in hydrate 
deep layers, contributing to its better storage. 

GH concentration effect on distribution of temperatures and heat sink 
along a dissociating gas hydrate block "depth" is determined. The obtained de-
pendence was confirmed by field experiment results. 
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Abstract: The problem of municipal waste management is one of the greatest 
challenges of the 21st century. Its solution requires the integrated involvement of 
central and local authorities as well as the public. For their actions to be fully 
effective, they must be accompanied by an increase in environmental awareness. 
The aim of the study was to assess the environmental awareness and knowledge of 
inhabitants of eastern Mazovia regarding municipal waste management. A survey 
study was carried out on a group of 262 individuals using a questionnaire. Analysis 
of the results showed that the surveyed inhabitants of eastern Mazovia were aware 
of problems associated with municipal waste management, but some of them were 
critical of the actions taken by central and municipal authorities to solve them. Their 
high level of environmental awareness and knowledge was evidenced by the fact 
that most of those surveyed were familiar with the principles of selective collection 
of municipal waste, including green and hazardous waste. 
Keywords: municipal waste, environmental awareness, survey study 
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1. Introduction 
Waste is an integral part of the daily life and economic activity of human be-
ings. The problem of safe waste management is one of the greatest challenges of 
the 21st century (Kłoś 2012, Deluga 2018). Waste management is subject to 
applicable laws, of which the most important in Poland are the Waste Act of 15 
April 2021 (consolidated text, Journal of Laws of 2021, item 779) and the Act 
on maintaining cleanliness and order in municipalities of 13 September 1996, as 
amended (consolidated text, Journal of Laws of 2020, item 2361).The act on 
waste defines measures serving to protect the environment and human life and 
health by preventing and reducing the negative impact of waste production and 
management on the environment and human health, to limit the overall impact 
of utilization of resources, and to improve the efficiency of such utilization. The 
act on maintaining cleanliness and order in municipalities defines the tasks of 
the municipality and the obligations of property owners concerning the mainte-
nance of cleanliness and order, conditions for carrying out activities associated 
with the collection of municipal waste from property owners and the manage-
ment of this waste, and the conditions for granting authorization to entities 
providing services regulated by the act. The new waste management system and 
the Waste Act also impose on municipalities the obligation to build, operate and 
maintain municipal installations (Deluga 2018). According to Statistics Poland 
(GUS), 114.1 million tonnes of industrial waste was produced in Poland in 2019 
(a decrease of 1% from the previous year). Its main sources, as in previous 
years, were mining and quarrying (63.7 million tonnes), industrial processing 
(27.2 million tonnes), and the generation and supply of electricity, gas, water 
vapour, and hot water(14.0 million tonnes). The dominant means of dealing 
with industrial waste produced in 2019 were recovery (48.9%) and disposal 
(42.9%). At the same time,12.8 million tonnes of municipal waste was produced 
in Poland in 2019 (a 2.1% increase from 2018), of which only3.97 million 
tonnes were collected selectively. The main source of municipal waste was 
households, which produced 84.5% of the total. An average of 332 kg of waste 
was collected per inhabitant, which was an increase of 7 kg from the previous 
year. A total of 7,087,000 tonnes (55.6%) of collected waste in 2019 was directed 
to recovery processes, including recycling – 3,192,100 tonnes (25%), biological 
treatment (composting or fermentation) – 1,153,200 tonnes (9%), and thermal 
treatment with energy recovery – 2,741,800 tonnes (21.5%), while 5,665,700 
tonnes (44.4%)was designated for disposal, including thermal treatment without 
energy recovery – 178,600 tonnes (1.4%) and landfills – 5,487,200 tonnes (43%) 
(GUS 2019). The amount of waste produced is substantially influenced by de-
mographic factors, standard of living, and environmental awareness (Spigarska 
2013, Baran 2017, Przydatek 2020). Antczak (2019) indicated in order from the 
most influential to the least: population density; average salaries; share of indi-
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viduals at working age in the general population; and the number of tourists. 
Kłos (2015), citing Kiełczewski, defines environmental awareness as a person’s 
attitude towards and information and beliefs about the natural environment, as 
well as the value system guiding the individual’s behaviour towards it. Ecologi-
cal awareness determines the full understanding of the processes and phenome-
na occurring in the natural environment, which influences its shaping by society 
(Kobyłko 2007, Sowa 2018). An increase in public environmental awareness, 
which is closely linked to environmental education, can accelerate efforts to 
improve the state of our environment (Pawul & Sobczyk 2011, Adamek & 
Ziernicka-Wojtaszek 2018). In Polish national CE action plan, recommended 
tasks and actions that should be taken by government and residents themselves 
are landfill remediation, use of selected municipal waste fractions for economic 
purposes, sharing products with co-users, waste recovery, remanufacturing 
products or components, virtual solutions in everyday life to reduce the amount 
of generated waste, or replacement of household appliances by items with 
a higher energy class (Smol et al. 2020). Also the actions in municipal waste 
management  were indicated, such as changes in legislation, improvement in the 
waste management system, prevention of food waste, and education of residents 
about the importance of CE implementation in everyday life. Polish activity in 
selective waste collection and recovery should be intensified in the coming 
years, and the implemented legislation will serve a coherent waste economy 
policy and will influence selective waste collecting (Lewandowska & Szy-
mańska 2019). These activities will contribute to directing municipal waste 
management towards the circular economy (Ciechelska 2018). In particular, 
attention should be paid to the fractions that have been weakly used so far, e.g. 
biodegradable wastes. The morphology of municipal waste varies depending on 
factors such as the type of buildings, the living standard of the inhabitants, and 
their habits (Rosolak & Gworek 2006, Baran 2017). Waste from urban areas 
contains more packaging and organic substances, while waste from rural areas 
has a larger proportion of ash and bulky waste. An innovative approach to mu-
nicipal waste management must take into account economic and environmental 
aspects as well as local determinants (Baran 2017). 

The aim of the study was to assess the environmental awareness and 
knowledge of inhabitants of eastern Mazovia regarding municipal waste man-
agement by analysing responses to a questionnaire. 

2. Materials and methods 
The environmental awareness and knowledge of inhabitants of eastern Mazovia 
regarding municipal waste management was assessed by means of a survey 
study conducted using a questionnaire. The research was conducted from Octo-
ber 2019 to March 2020. 
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The questionnaire contained five demographic questions and 15 ques-
tions testing the respondents’ awareness and knowledge. The demographic 
questions concerned the respondents’ gender, age, living conditions, place of 
residence, and education. The remaining questions were grouped into those 
assessing the respondents’ awareness of the issue and those assessing their 
knowledge. The survey was carried out on a random sample of 262 inhabitants 
of eastern Mazovia. Nearly 56% of the respondents were women. Young people 
up to 25 were represented in the highest numbers (85%), followed by people 
aged 26-40 (10%), 3% at the age of 40-60, and 2% at the age of over 60. 
Among those surveyed, 69% lived in single-family housing, and 31% in multi-
family housing. 57% of the respondents are rural residents, including 10% of 
municipal villages, 12% live in cities with a population of up to 50,000, 24% 
are residents of cities with a population of 50,000 to 10,000, the rest are resi-
dents of cities with more than 10,000 inhabitants. Most of those surveyed, 72%, 
had a secondary level of education, 20% higher education, 7% vocational edu-
cation and 1% primary education. Statistical analysis of the results was per-
formed using the chi-square test. 

The first four questions, aimed at assessing awareness of problems as-
sociated with municipal waste management, were as follows: 1) Is waste man-
agement a civilization problem? 2) and 3) Do central and local authorities han-
dle waste management well? 4) Is waste sorting at your place of residence suffi-
ciently precise? 

3. Results 
The research shows that as many as 88% of respondents considered waste man-
agement to be a civilization problem (Fig. 1), and 53% believed that central 
authorities do not handle it well (Fig. 2). 

At the same time, 54% of those surveyed stated that the local govern-
ment in their place of residence handles waste management well. 

The statistical analysis showed that the living conditions of the re-
spondents (Fig. 3) were significantly correlated (p = 0.03) with the remaining 
answers to this question (‘No’ and ‘I don’t know’). 

Over 52% of those surveyed stated that waste sorting in their place of 
residence was sufficiently precise (Fig. 4). The response to this question was 
significantly correlated with living conditions (p = 0.02). 

The next group of questions concerned knowledge of proper waste 
management. As many as 90% of respondents gave a negative response to the 
question ‘Can hazardous waste be mixed with other waste?’ (Fig. 5). 
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Fig. 1. Responses to the question regarding whether waste management is a civilization 
problem 
Source: our own calculations based on the questionnaires 
 

 
Fig. 2. Responses to the question regarding whether the Polish government handles 
waste management well 
Source: our own calculations based on the questionnaires 
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Fig. 3. Responses to the question regarding whether the local government in the 
respondent’s place of residence handles waste management well 
Source: our own calculations based on the questionnaires 
 
 
 

 

Fig. 4. Responses to the question regarding the precision of waste sorting in the 
respondents’ place of residence 
Source: our own calculations based on the questionnaires 
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Fig. 5. Responses to the question regarding proper handling of hazardous waste 
Source: our own calculations based on the questionnaires 
 

Furthermore, most people (53%) knew that the municipal council can 
charge lower rates for selective waste collection (Fig. 6). Nearly as many re-
sponded that they did not know. The answers were significantly associated with 
the gender of the respondents (p = 0.04). 

 

 
Fig. 6. Responses to the question regarding whether the municipal council can charge 
lower rates for selective waste collection  
Source: our own calculations based on the questionnaires 
  

90%

8% 2%

It cannot be mixed with
other hazardous waste or
with other types of waste

It can be mixed with other
hazardous waste

It can be mixed with other
types of waste

0
10
20
30
40
50
60
70
80

yes I don't  know

an
sw

er
s t

o 
al

l q
ue

sti
os

women

men



Environmental Awareness and Knowledge of Municipal Waste… 363
 

The next four questions assessed the respondents’ knowledge on 
bins/bags designated for various types of sorted waste. Over 55% of respond-
ents knew the purpose of blue bags, only a few gave an incorrect answer regard-
ing yellow bags, and 24% did not know the purpose of green bags. In the case 
of white bags, 10% of respondents gave no answer. 

In response to the question ‘How can green waste be managed?’ only 
10% of respondents gave no answer, and a few indicated an incorrect answer, 
such as burning. The most common answers were that it can be composted and 
used as fertilizer and that it can be placed in a special bag for this type of waste. It 
is striking, however, that only 56% gave a negative response to the next question, 
‘Can green waste be burnt?’, while as many as 17% stated that it can (Fig. 7). 

 

Fig. 7. Responses to the question regarding whether green waste can be burnt 
Source: our own calculations based on the questionnaires 
 

The next question dealt with the handling of waste electronics and home 
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spondents (p = 0.03). A few individuals suggested that this type of waste can be 
placed in yellow bags or bins. 
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Fig. 8. Responses to the question (%) regarding waste electronics and home appliances 
Source: our own calculations based on the questionnaires 
 

In response to the question regarding waste batteries and accumulators, 
most respondents (236 of 262 surveyed) answered that they can be left free of 
charge at a collection point, e.g. in a shop. Only 13 people suggested the use of 
yellow or black bags/bins for this purpose (Fig. 9). 

 

 

Fig. 9. Responses to the question regarding batteries and accumulators 
Source: our own calculations based on the questionnaires 
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Fig. 10. Responses to the question regarding expired medications 
Source: our own calculations based on the questionnaires 
 

The last question in the questionnaire concerned the disposal of expired 
medicines. In this case, 94% of respondents were aware that they should be left 
in special containers located at the pharmacy (Fig. 10). 

5. Discussion 
Municipal waste is a mixture of various components, including packaging, 
green waste, biodegradable waste, and hazardous waste (Baran 2017). Safe 
management of municipal waste requires the involvement not only of central 
and local authorities, but of the public as well (Deluga 2018). For the integrated 
actions of government and the public to be fully effective, they must be accom-
panied by an increase in environmental awareness (Pawul & Sobczyk 2011, 
Alwaeli 2015, Lewandowska & Szymańska 2019). The basic components of 
ecological awareness are: ecological knowledge, ecological sensitivity and pro-
ecological attitudes, i.e. actions taken to protect the natural environment 
(Kwiatek & Skiba 2017). According to Kłos (2015), the late 1980s and 1990s 
were a period of development of environmental awareness in Poland; on the one 
hand, Polish citizens were aware of the need for environmental protection, but 
on the other hand they were unable to draw practical conclusions from their 
knowledge and to apply it in practice. Environmental awareness has increased 
significantly in recent years, which has undoubtedly been influenced by both 
education and new legal regulations (Adamek & Ziernicka-Wojtaszek 2018, 
Deluga 2018). An important role in this transformation can be ascribed to an 
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the environment. Selective collection of waste is the first step in its reuse and in 
reducing the exploitation of natural resources.  

The survey results indicated that most respondents (88%) were aware that 
waste management is a civilization problem, but only 25% positively assessed the 
performance of central authorities, while 54% had a favourable opinion of the 
performance of their local government. At the same time, 52% respondents stated 
that waste sorting in their place of residence was adequate. A survey conducted 
by Deluga (2018) among inhabitants of Koszalin found that only 10.43% of re-
spondents considered the waste sorting system to be run efficiently (10.43%) or 
rationally (43.8%). Lewandowska & Szymańska (2019) shows that poor-quality 
collected municipal waste, which must first be sorted into renewable fractions, 
results from the lack of proper education of inhabitants. 

Our study found that most of those surveyed knew which bags/bins 
were designated for various categories of sorted waste and were aware of meth-
ods for dealing with green waste, but few possessed knowledge on the potential 
exploitation of green waste for energy purposes. Golisz & Boryś (2020) draw 
attention to the possibility of utilizing waste from urban green areas in this 
manner. Similar results were obtained by Jakubus et al. (2016), who examined 
the knowledge of residents of Darłowo and Września in the field of proper mu-
nicipal waste management. 

The high level of environmental awareness and knowledge of inhabit-
ants of eastern Mazovia regarding municipal waste management is also evi-
denced by the fact that over 90% of those surveyed knew that hazardous waste 
should not be mixed with other waste and were familiar with the principles gov-
erning the disposal of waste electronics and home appliances, waste batter-
ies/accumulators, and expired medications. This is a good basis for implement-
ing the principles of municipal waste management developed under the Polish 
CE Roadmap (Smol et al. 2020). 

5. Conclusions 
To conclude, the surveyed inhabitants of eastern Mazovia are aware of prob-
lems associated with municipal waste management, but some of them are criti-
cal of the actions taken by central and municipal authorities to solve them. Most 
of those surveyed also possess knowledge of selective waste collection, but it is 
concerning that some of them did not know which bins/bags are meant for indi-
vidual waste fractions. Most respondents knew the proper means of disposal of 
green waste and hazardous waste, including electronics and home appliances, 
batteries/accumulators, and expired medications.  
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Abstract: Sewage sludge used for reclamation of egraded areas or in agriculture 
must have a certain total heavy metal content, as required by law. In practice, 
however, it is important to carry out a fractional analysis of the elements 
contained in the sludge. This activity allows to determine the chemical form of 
a given metal, thanks to which it is possible to assess the assimilability of 
elements by plants. The study proved that the fraction of certain metals in sewage 
sludge can vary depending on the period studied. The combination of elements 
with other compounds in sludge from one treatment plant can vary from month to 
month. Once analysis has been carried out, it should not be the basis for assessing 
the bioavailability of metals if sludge from a given treatment plant were to be 
sampled several times a year. 
Keywords: sewage sludge, heavy metals, heavy metal fractions 

1. Introduction 
The number of municipal wastewater treatment plants in Poland is steadily in-
creasing. In the period 2000-2019, their number has increased from 2417 to 
3278. The need to serve an increasing population through WWTPs makes it 
necessary to build more facilities or modernise existing ones in order to increase 
their capacity and adapt them to new legal conditions (Skorbiłowicz & Ofman, 
2015). In Poland, in 2000, the number of cities served by WWTPs was 801, and 
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19 years later, the number had increased to 938 (Statistical Office, 2020). These 
aspects determine the inflow of more and more wastewater to municipal treat-
ment plants, and this has an impact on the increase in the amount of generated 
sludge. In 2010, 895,100 tonnes of sewage sludge were generated and in 2019, 
17% more was produced (www.bdl.stat.gov.pl). 

Figure 1 shows the quantities of sewage sludge used in agriculture in 
selected years. Clearly presented statistical data indicate that since 2004 an in-
creasing amount of sludge has been used as a fertiliser for agricultural crops. 
However, it should be noted that sewage sludge contains heavy metals (Bau-
man-Kaszubska & Sikorski 2011), as well as other toxic compounds (Ofman & 
Skoczko 2018, Ofman & Struk-Sokołowska 2019, Struk-Sokołowska et al. 
2020). The amount of organic and inorganic pollutants in sewage sludge de-
pends on the chemical characteristics of the wastewater flowing into the facility 
(WIOŚ 2018). The composition of wastewater is also seasonally variable 
(Skoczko et al. 2017), so the content of pollutants in sewage sludge may vary 
depending on the sampling period. 

Fig. 1. Use of sewage sludge in agriculture in Poland 
Source: Statistical Office: www.bdl.stat.gov.pl 

Polish regulations set a limit for the content of heavy metals in sewage 
sludge used in agriculture and for land reclamation for agricultural purposes 
(Journal of Laws of 2015, item 257). However, the standards define a general 
acceptable content of these elements in sludge. Appropriate agricultural practice 
should include knowing the amount of metals in sludge by fraction (Wikarek-
Paluch et al. 2016). Thanks to this, it is possible to determine the mobility of 
elements. This is important knowledge because mobile metals migrate in the 
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environment, easily find their way into plants and then, when plant consumption 
takes place, they can enter living organisms, i.e. animals and humans (Boruszko 
2013, Amir et al. 2005). Above all, however, performing speciation analysis 
makes it possible to reduce the occurrence of toxic effects that are caused by an 
excess of particular metals in the soil (Bozkurt et al. 2006; Dąbrowska & 
Nowak 2014).  

The excess fraction of mobile heavy metals in soil is associated with their 
penetration through the biological membranes of plants (Matejczyk et al. 2020). 
Metals are able to completely restrict plant growth and development, as they limit 
the uptake of important micro- and macroelements by the roots (Wolak et al. 
1999, Gruca-Królikowska & Wacławek 2006). Besides, they disrupt photosyn-
thesis, contribute to abnormal transpiration, reduce turgor in leaves, and cause 
oxidative stress in plants (Kaczyńska et al. 2015, Wolak et al. 1999). 

The sequential extraction process of heavy metals was carried out ac-
cording to the modified BCR method, which gives the same results as the clas-
sical four-step BCR extraction method (Leśniewska et al. 2016). Therefore, 
4 fractions of heavy metals were distinguished. Fraction I, the exchangeable-
carbonate fraction, is the most available to plants. For this reason it is also re-
ferred to as the mobile fraction. It is a combination of elements with carbonates. 
Solubility in acids is a characteristic feature of this form. In an acidified soil 
environment, metals from this fraction are easily released and then migrate and 
reach plants (Boruszko 2013). The next fraction, termed reducible, is less mo-
bile. It represents combinations of elements with manganese and iron oxides. 
The release of metals is determined by changes in the oxidation-reduction po-
tential. Dismutation occurs under anaerobic conditions (Gawdzik 2010; Borusz-
ko 2013). There is also a meta-stable fraction, otherwise known as oxidisable 
fraction. In this form, elements are bound to sulphides and/or organic matter. 
Metals are temporarily immobilised but can be released by microorganisms that 
decompose organic matter, regardless of the degree of oxidation of the envi-
ronment (Dąbrowska & Nowak 2014). Fraction IV, the residual fraction, con-
sists of metal-silicate combinations. Under natural conditions, elements in this 
form are completely immobilised (Żelezik & Gawdzik 2015, Wasilkowski & 
Mrozik 2016).  

The aim of this study was to determine the variability of heavy metal 
fractions (Cu, Zn, Ni, Cd, Pb) in sewage sludge. Sludge was collected for analysis 
every month for half a year from a sewage treatment plant of 2500 PE. Until now, 
no research has been conducted in Poland and probably in Europe to determine 
the variability of heavy metal fractions in sewage sludge from a single plant. 
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2. Materials and methods 
Sludge samples were collected from one wastewater treatment plant with a pop-
ulation equivalent (p.e.) of 2,500, located in the Podlaskie Voivodeship. 
Wastewater composition is seasonally variable, therefore sludge was sampled 
monthly for half a year, from October to March. The tested sludge samples were 
after the dewatering process, but before further treatment, i.e. stabilisation. The 
finished samples were tested for total heavy metal content and their fractions. 
The measurement for each sewage sludge sample was performed 3 times and 
the results were averaged. Figure 2 shows the technological scheme of the sew-
age treatment plant in Stawiski. The existing treatment plant consists of the 
following devices: radial sand trap, sludge stabilization chamber, expansion 
chamber, anaerobic chamber, and two aeration chambers. In addition, there is 
a catchment point and sludge plots. Sediment samples were collected from the 
sediment plots. 
 

 

Fig. 2. Technological scheme of the sewage treatment plant in Stawiski 
Source: Water permit for wastewater discharge from Stawiski WWTP to Dzierzbia river 

 
Samples were prepared for analysis by drying them at 105°C to constant 

weight. This was followed by analysis of Cu, Ni, Pb, Cd and Zn using a modi-
fied BCR method. Unlike the classical BCR method, this technique uses a soni-
fier that generates ultrasound to allow mixing of the samples (Łapinski et al. 
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2019). This is done much faster than with the classical method. According to 
literature reports (Leśniewska et al. 2016), the modified BCR method, based on 
the use of ultrasonic waves for the heavy metal extraction process allows to 
obtain identical results in comparison with the classical four-step BCR extrac-
tion method. During the analysis, the probe was immersed to a depth of 4 cm, 
the amplitude of the probe operation was 70%, and the power was 16W. A 15-
second pause after 15 seconds of operation of the device was also established. 
A sonifier from MIRIS was used for the study. 

For BCR extraction, 1 g of dried sample was taken. For the extraction 
of the first fraction, a 0.11 mol·dm-3 solution of CH3COOH at 40 ml was used. 
The sample was extracted for 7 minutes. The second fraction was extracted for 
10 minutes with 40 ml of 0.5 mol·dm-3 NH2OH·HCl solution. The third fraction 
was extracted using 50 ml of a 1.0 mol·dm-3 solution of CH3COONH4, and this 
took 4 minutes. However, before extracting the heavy metals from the third 
fraction, the organic matter had to be oxidised. For this purpose, H2O2 of 30% 
concentration was used in an amount of 10 ml, and the operation was performed 
on a water bath at 80°C. For the determination of the fourth fraction, the sample 
was incinerated at 470°C and then mineralised in a microwave mineraliser in 
a mixture of 9 cm3 HCl and 3 cm3 HNO3. The total heavy metal content of the 
sludge was also determined after mineralisation. The first step was to burn the 
sample at 470°C, followed by mineralisation in a mixture of 9 cm3 HNO3 and 
1 cm3 H2O2 (Wojciula et al. 2021). The extracts prepared according to the de-
scribed methodology were subjected to quantitative analysis on an ICE-3500 
Thermo atomic absorption spectrometer using a flame technique operating on an 
air-acetylene gas mixture. The quantification threshold (LOD) for Cu and Cd was 
0.02 mg/L, for Zn and Ni 0.01 mg/L, and for Pb the LOD value was 0.03 mg/L. 

In order to indicate significant differences between the contents of all 
forms of the studied metals in sewage sludge, the results were statistically pro-
cessed. This was possible by carrying out an analysis of variance, ANOVA 
using Tukey's test for equal samples (Ofman et al. 2020, Dobrowolska 2016). 
The total heavy metal content as well as the content of individual elements in 
the fractions were the dependent variables. In turn, the quality factor was the 
period (month) of sampling. Saphiro-Wilk's test and Bartlett's test were also 
performed. This confirmed that the results were characterised by a normal dis-
tribution and homogeneity of variance. The level of statistical significance was 
assumed to be 0.05. Statistical analyses were performed in the Statistica 13.1 
software package. 
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3. Results and disscusion 
The examined sewage sludge was characterized by a hydration level of 50% and 
an organic matter content of 80±5%. These data did not change in the analyzed 
months. Because of the seasonal variation of the sewage sludge composition, 
sludge samples were taken monthly for half a year. 

 

Fig. 3. Total content of heavy metals in sewage sludge according to the study period 
 
Each of the sewage sludge samples, during the 6 months of the study, 

met the requirements established in the Regulation of the Minister of the Envi-
ronment of 6 February 2015 on municipal sewage sludge. Sewage sludge from 
the selected treatment plant can be used for land reclamation for agricultural 
purposes, as well as in agriculture, but it must meet one condition. It must not 
be applied to the topsoil (0-25 cm). Figure 3 shows the total content of copper, 
zinc, nickel, cadmium and lead in the sewage sludge samples taken each month, 
from October to March. Copper, zinc and nickel occurred in the highest 
amounts in the sludge collected in February. Cadmium and lead, on the other 
hand, showed the highest content in the sludge collected in March. Figure 3 
clearly shows that the overall metal contents of the samples were, however, very 
similar to each other, regardless of the season. The only exception was zinc. In 
February the element was 14 mg/kg d.m. more than in March. The reason for 
the high amount of zinc in February may have been increased thawing. Górska 
and Sikorski (2013) proved that zinc and lead are present in the highest concen-
tration in rainwater sewage. In March, with heavy snowfall, zinc concentrations 
in wastewater were up to 7 times higher than nickel and cadmium concentra-
tions. Lead concentration in that period was twice as high as chromium concen-
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tration. This is related to the occurrence of these elements in transport, automo-
tive industry (Górska & Sikorski 2013, Struk-Sokołowska et al. 2020). So far, 
in Poland and probably in Europe, there have been no studies on periodic 
changes of heavy metals in dewatered sewage sludge ready for use. Controlled 
so far are, among others, changes in metal fractions during the composting pro-
cess, i.e. stabilization of sewage sludge (Ingelmo et al. 2012), as well as differ-
ences in metal concentrations in sludge from different locations (Tytła 2019). 

Statistically significant differences in Cu and Cd contents between indi-
vidual periods of environmental sampling were observed over the study period. 
This phenomenon may indicate variation in the inflow of these elements with 
raw sewage. On the other hand, the contents of Ni, Zn and Pb did not show sta-
tistically significant differences over the study period, which may indicate sim-
ilar concentrations of these elements in the wastewater flowing into the treat-
ment plant over the study period. 

Studies describing changes of heavy metal fractions in sewage sludge 
depending on the season of sludge intake are very rare. Authors mainly present 
transformations of metal fractions in sewage sludge during sludge stabilisation, 
or describe changes in metal forms depending on the size of the treatment plant 
or the type of sewage inflow. However, it is worth noting that in the same facil-
ity, sewage sludge can be characterised by different contents of heavy metal 
fractions, depending on the time of sludge intake. 

According to Figure 4, the distribution of the Cu fraction in the sewage 
sludge samples varied. In January, the exchange-carbonate fraction, i.e. the 
fraction most available to plants, occurred at a level of 1.8%, while in Novem-
ber, this fraction occupied almost 12% of the total Cu content. Fraction II, 
which depends on the oxidation-reduction potential in the environment, oc-
curred in similar amounts in each month (from 29% to 35%). There were more 
non-mobile fractions than mobile fractions in all samples studied. The highest 
number of non-mobile Cu fractions (III and IV) occurred in the sludge from 
January (68%) and the least from December (58%), but this was a 10% differ-
ence. Jamali et al (2009) report that Cu is an element very often associated with 
organic matter. The study carried out also confirmed this. The transformation of 
Cu fractions can take place under the influence of high temperature. Dąbrowska 
and Nowak (2014) proved that the incineration of sewage sludge at a tempera-
ture of 800°C results in the release of Cu from combinations with organic com-
pounds. In their study, transformations of Cu fractions occurred to a small ex-
tent and may have depended on the composition of the influent wastewater. 
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Fig. 4. Average fraction of Cu in sewage sludge samples collected in study period 
 
In the case of Cu statistically significant differences at α = 0.05 level 

between individual periods of sampling sludge for the study were observed in 
case of I and IV fraction. On the other hand, the content of this element in the II 
and III fractions did not show statistically significant differences between indi-
vidual times of environmental sampling. This observation confirms the observa-
tion that the content of Cu in the individual fractions may have been to a larger 
extent dictated by the form of this element present in the sewage compared to 
the transformations that may take place in the sludge. 

Figures 5 and 6 show the average percentage contribution of Ni and Cd 
fractions in sewage sludge samples. For both elements, the summed value of the 
immobile fractions prevailed from October to March. In each month, the con-
tents of individual fractions of both elements were very similar. Changes in the 
combinations of these metals with other compounds can occur when industrial 
wastewater is discharged to the treatment plant, or when corrosion of pipes or 
other elements of the sewage system occurs (Gawdzik 2012, Ilba et al. 2014, 
Surowska 2002). 

In the case of Ni and Cd, no statistically significant differences were 
observed between the contents of these elements in individual fractions over the 
study period. This observation may indicate that the chemical forms in which 
these elements occur in wastewater are not subject to seasonal changes, and the 
sheer amount of Ni and Cd entering the wastewater treatment plant was equal 
during the study period. 
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Fig. 5. Average proportion of Ni fractions in sewage sludge samples collected  
in study period 
 

 

Fig. 6. Average fraction of Cd in sewage sludge samples collected in study period 
 
Associations of Zn with other compounds in the studied sewage sludge 

differed considerably depending on the period of sludge sampling. It is also 
worth noting that of all the analysed elements, only Zn was predominantly pre-
sent in the sludge in the most plant available form. Sludge collected from 
wastewater treatment plant from the Świętokrzyskie Voivodeship had the high-
est content of residual zinc fraction (460 mg/kg), but the content of exchangea-
ble fraction (152 mg/kg) was higher than the content of reducible and metasta-
ble fraction (Gawdzik 2010). In turn, Gondek (2010) identified zinc as a highly 
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mobile metal in waste materials. Other authors deduced that zinc was mainly 
bound to iron and manganese oxides, i.e. it occurred in a form where the release 
of the element is determined by changes in the oxidation-reduction potential 
(Piotrowska & Dudka 1987). 

 

 

Fig. 7. Average proportion of Zn fraction in sewage sludge samples collected  
in study period 

 
In almost every month fraction I had the highest share in the total Zn 

content, as shown in Figure 7. The exception was the sludge collected in De-
cember. It contained almost 70% of the immobile fraction. On the other hand, 
the sludge taken in January showed already less than 10% of these fractions. 
That is why sequential analysis is so important. Zn is an essential element for 
plant life, while an excess of it may limit photosynthesis or cause chlorosis and 
necrosis of leaves (Asati et. al. 2016, Ociepa-Kubicka & Ociepa 2012). The 
variability of heavy metal forms in sewage sludge largely depends on the com-
position of the wastewater. In turn, the composition of wastewater can be varia-
ble if rainwater enters the combined sewer system. Zn and Pb are the largest 
contributors to rainwater effluent (Górska & Sikorski 2013). Different rainfall 
intensity or variable snowmelt frequency can affect the content of zinc forms in 
the wastewater and, consequently, in the sewage sludge.  

In the case of Zn, statistically significant differences were observed be-
tween all fractions in individual periods of environmental sampling. This may 
be due to a change in the chemical form of Zn entering the sewage treatment 
plant or, in the case of transformations observed in fractions I and III, to the 
transformation of this element by microorganisms in the sewage sludge. 
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Fig. 8. Average share of Pb fraction in sewage sludge samples collected in study period 
 
The distribution of Pb fractions also varied considerably. Figure 8 clear-

ly shows that from October onwards, Pb was present in increasingly smaller 
amounts month by month in the form of combinations with silicates. The mo-
bile fractions are also worth noting, as their amount was much higher in March 
than in October. Variable amounts of Pb fractions may be caused by higher or 
lower inflow of industrial wastewater, but also by snowmelt or heavy rainfall. 
Rainwater entering sewerage systems, flushes pollutants from street areas or 
from green areas (Górska & Sikorski 2013). Depending on the location of the 
runoff, Pb can form combinations with other compounds. The transformation of 
Pb fractions in sewage sludge can be influenced by the composting process. 
Ingelmo et al. (2011) demonstrated that composting contributed to the for-
mation of more immobile fractions. Dąbrowska and Nowak (2014), on the other 
hand, proved that incineration at 800°C resulted in an almost complete loss of 
Pb fractions I, II and III, in favour of fraction IV. Sludge stabilisation processes 
can also have a significant impact on the transformation of heavy metal frac-
tions in sewage sludge (Obarska-Pempkowiak & Gajewska 2008). 

The Pb content in fractions I, II and III showed statistically significant 
differences at the α = 0.05 level over the study period, between individual dates 
of sludge sampling, while for fraction IV statistically significant differences 
were observed only in the months of October to January. In the rest of the study 
period no statistically significant differences in Pb content were observed in 
fraction IV. Taking into account the chemical specificity of Pb and its potentially 
toxic effect on living organisms, the observed changes in the content of this  
element in individual fractions may be caused by changes in the form of its occur-
rence in raw sewage or by additional inflow of rainwater associated with season-
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ality. On the other hand, to a lesser extent, this element could be subject to trans-
formations connected with the activity of microorganisms present in the sludge. 

The total content of heavy metals determined after digestion of the stud-
ied sewage sludge was consistent with the total content of metals in particular 
fractions. The scientific aspect of the study was to determine whether seasonal 
variation of heavy metal fractions in sewage sludge occurs on the same object. 
The study confirmed that such changes do occur. In polish and foreign literature 
there were no references on the subject. 

4. Conclusions 
1. The proportion of lead, zinc and copper fractions in the sewage sludge varied 

according to the period studied. 
2. The greatest differences in the contents of fractions in the half-year period 

were found for zinc and lead. These are the elements which have the largest 
share in rainwater effluents.  

3. The distribution of nickel fractions in sewage sludge was very similar in 
every sample, irrespective of the period of sampling. A similar relationship 
was observed for cadmium.  

4. In almost every analysed sludge sample the highest amount of fraction I 
of zinc was found. This means that in each month the sediment contained 
a considerable amount of this element in the form most available, assimilable 
for plants.  

5. In the absence of industrial wastewater inflow to the treatment plant, rainwa-
ter, or more precisely the amount of precipitation or frequency of snowmelt, 
has a decisive influence on the transformation of the fraction.  

6. The sum of immobile fractions of all metals (except zinc) was predominant 
in the studied samples. 
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Abstract: The work concerns a detailed analysis of the possibilities of increasing 
environmental protection by increasing the efficiency of selective collection of 
municipal waste in the city of Wroclaw and the economic conditions of this 
activity. The study includes a short introduction and an overview of waste 
morphology indicators. Then, a research model for the study of the morphology of 
municipal waste is discussed, based on the example of Wroclaw (Poland). Finally, 
3 variant cost models of measures supporting the segregation of municipal waste 
were described and discussed. The article ends with a numerical example for 
Wroclaw along with a verification of the applicable rates for municipal waste 
collection fees, whether sorted or not. 
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1. Introduction
The problem of waste management in the aspect of environmental protection is 
the subject of interest of the society, local governments, state authorities and 
scientists. It was noted that the problem of waste management is an important 
element of activities of modern societies. Thus, broad-spectrum activities and 
studies have been undertaken identifying key elements of waste management. In 
order to analyze the issues concerning the state and development trends of the 
waste management problem, selected publications in this area have been re-
viewed. On this basis, areas relevant to waste management issues were selected, 
i.e. handling of waste on the example of a motor vehicle, recycling process,
transport, organization of waste management (Bendkowski & Wengierek 2002,
Bendkowski & Wengierek 2004, Bujak & Zając 2013).
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The issue of dealing with waste which is a used motor vehicle. In this 
area, product recycling is an important issue (Schaik & Reuter 2004, Chamier-
Gliszczynski & Krzyzynski 2004), identification of the end-of-life stage of 
transport vehicles in the product life cycle (Chamier-Gliszczyński 2011), organ-
ization of a collection network for end-of-life vehicles (Merkisz-Guranowska 
2010, Merkisz-Guranowska 2012), the issue of reuse, recovery and recycling 
system of end-of-life vehicles (Chamier-Gliszczyński 2010, Chamier-
Gliszczyński 2011a, Chamier-Gliszczyński 2011b, Ohno et al. 2015, Merkisz-
Guranowska 2018, Czwajda et al. 2019). 

The transport task takes into account research in the area of environ-
mentally friendly transport (Jacyna et al. 2018, Izdebski & Jacyna 2021) and 
organization of waste transport and collection of individual waste (Woźniak et 
al. 2016, Stryjski et al. 2020, Jacyna-Gołda et al. 2017, Izdebski & Jacyna 2018, 
Izdebski 2014, Kosobudzki et al. 2018). One of the examples of the organiza-
tion of waste transport is phosphoric acid transported by barges to the heap in 
Poland (Wędrychowicz et al. 2019). 

Issue of waste management organization. In this area, the Waste Law 
(Dz. U. 1997 nr 96, poz. 592, Dz. U. 2001 nr 62, poz. 628, Dz. U. 2007 nr 39, 
poz. 251, Dz. U. 2008 nr 111, poz. 708, Dz. U. 2008 nr 25, poz. 150), which 
first of all imposes the requirement to sort municipal waste, was introduced in 
Poland with the aim to increase the quantity of selectively collected waste and, 
consequently, to reduce the quantity of landfilled waste, to get rid of hazardous 
substances from the waste stream and, in particular, to save energy and recover 
valuable recyclables (Jajczyk et al. 2020, Gabryelewicz at el. 2020).  

However, implementing this system, raising public awareness and tak-
ing the appropriate logistical measures is problematic and very costly. It might 
seem that the sale of selected recyclables and their reuse as materials in produc-
tion processes should cover the costs related to waste management and addi-
tionally bring profits. Unfortunately, that's not the case. Therefore, citizens are 
obliged to pay a municipal waste management fee. Despite this, sorted waste is 
still only marginally cheaper than mixed waste; landfill fees are getting higher 
every year, waste treatment facilities are being built very slowly, mostly by 
private companies, and low commodity prices are making waste sorting and 
recycling less and less profitable. Further on, an analysis has been made of the 
possibilities of increasing the above-mentioned selective collection of municipal 
waste in Wroclaw and of the economic conditions of this activity. The direc-
tions of organizational and technical measures have been presented in terms of 
the possibilities of increasing the selective collection of waste as well as an 
economic analysis of the potential profits connected with the collection of sort-
ed waste. 
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2. Research method 
Information on the morphology of waste makes it possible to reliably formulate 
a waste management plan, the selection of the best methods for its disposal is 
conducive to designing an effective selective collection process. For this pur-
pose, quantitative and qualitative tests shall be carried out in accordance with 
standards on how the samples are prepared and taken, and how the composition 
and individual components are determined. In addition, knowledge of the quan-
tity, properties and morphology of waste allows for a reliable valuation of waste 
management services. Such studies also make it possible to develop reliable, 
long-term forecasts of the amount and type of waste generated in a given area. 
Forecasting is a very important factor when it comes to city development pro-
jects or implementing an efficient waste disposal system. 
2.1. Quantitative studies 
In the literature (Robak 2015) one can find quantitative studies carried out to 
determine the number of transport means needed, the frequency of export and to 
determine the size of landfills or waste treatment facilities. The tests shall be 
carried out on samples of at least the weekly amount of waste collected, as the 
daily amount could be unreliable due to large inter-day variation. Studies are 
carried out in selected regions, i.e. in areas with similar characteristics, e.g. in 
places with similar building development systems or in places with commercial 
and service facilities. The mass of waste is calculated on the basis of the weight 
of the transport vehicles before and after emptying them of the collected waste. 
The volume, on the other hand, is determined by the number of containers emp-
tied and their volume. Assuming that there are 4.33 weeks in a month, the annu-
al 𝑄௔ accumulation can be estimated (Equation 1). 𝑄௔ = ሺ∑ 𝑄௪௘௘௞ଵଶଵ ሻ ∙ 4,33   [Mg/year] (1) 

The amount of waste generated is variable over time, it can be deter-
mined by a random distribution; comparing the amount generated over a short 
period of time, significant fluctuations can be observed. When looking at it over 
a longer period of time, one can see that this condition can be described quanti-
tatively and qualitatively. The aforementioned coefficient of waste accumula-
tion irregularity, expressed as the ratio of the monthly value of the waste mass 
to the monthly average value calculated over the year, is used for this purpose. 

The volumetric municipal waste accumulation rate is defined (Zajac 
2015) as the volume of waste collected per unit time in a container. The waste is 
loosely thrown in, i.e. without mechanical compaction such as in garbage 
trucks, for example. This indicator is expressed in unit volume per capita. 
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The bulk density of waste (Wolny 2010) [kg/m3] determines the weight 
of 1 [m3] of waste and is an important parameter in planning the collection fleet 
and the number of waste collection containers. 

2.2. Qualitative studies 
This type of studies is done to determine the nature of the waste and to the pos-
sibility of disposal by an appropriate method. We distinguish 3 types of such 
analyses: 
1. Fractional analysis (sieve analysis) is used for preliminary division of waste 

into 4 grain fractions according to their size. Performing fraction analysis is 
necessary to initially determine the possibility of their separation and use of 
some of its components, and to move on to the next step which is prelimi-
nary treatment of waste, i.e. sorting, separation, shredding. An additional 
advantage of subjecting waste to this procedure is the separation of the fine 
fraction, e.g. ash, which is a ballast substance that deteriorates its fertilizing 
properties, for instance. On the other hand, the ash, once separated, can be 
used for concrete, roads, etc. (Sieja 2006, Siemiątkowski 2011, Wolny 2010). 

2. Physico-chemical analysis is carried out by testing susceptibility to bio-
chemical and thermal processes. Based on this analysis, the fertilizer and 
fuel properties of the waste are determined. Based on the results of these 
tests, it is determined whether the waste from a given site is susceptible to 
biochemical transformation, which will determine the validity of the ra-
tionale for establishing a treatment facility at a given site. From the techno-
logical point of view, the best solution is to dispose of properly selected 
fractions, i.e. combustible parts should be burnt, organic parts should be 
composted, and usable parts should be utilized (Styś 2014, Styś et al. 2016, 
Styś 2013, Zajac et al. 2020). 

3. Morphological analysis separates waste into individual streams, i.e. waste 
types with averaged composition. It is important to extract as many compo-
nents as possible. Such testing is very important because it carries infor-
mation about the possibility of recycling, about the suitability for particular 
processing methods and about returning raw materials to production. These 
tests are performed manually on a sorting table. 

The following morphological components or fractions of waste are dis-
tinguished: paper and cardboard, plastics, textiles, glass, organic waste, metals, 
hazardous waste, wood, composite, waste. 

In this paper, waste tests were carried out in Wroclaw according to the 
PN-93/Z-15006 standard: Determination of morphological composition. In spite 
of growing demand for municipal waste research at local, regional and national 
as well as international level, no official, uniform and universal waste research 
methodology has been introduced so far in the European Union (Zajac & Kwas-
niowski 2017, Zajac et al. 2019). 
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3. Studies on morphology of municipal waste from Wrocław 
The waste studies conducted in large cities most often take place in three differ-
ent residential environments, with the following type of development: 
 multi-family, multi-storey buildings with central heating, so called environ-

ment I,  
 in the city centre, with a different heating system and many nearby shops 

and catering establishments, the so-called environment II, 
 single-family, low-rise buildings with gardens and predominantly individual 

heating systems, so-called environment III.  

From 1992 to 2005, the composition of municipal waste was measured 
three times in the city of Wrocław. The study was performed in the three resi-
dential environments indicated above at different times of the year – Fig. 1. 
Comparison of the results of the tests conducted showed significant changes in 
the morphology of the waste: 
 the fine fraction (<10 mm) decreased significantly; in 1992/93 it amounted 

to 50-60%, and already in 2004/05 it was 30-40%, 
 the glass fraction increased from 4.5% in 1992 to 11% in 2004. The reason 

for this was an increase in the amount of produced glass packaging,  
 observed slight variations in the content of the paper and waste paper frac-

tions, 
 a significant increase was observed in the content of waste intended for bio-

degradation. 
 

 
Fig. 1. Composition of municipal waste in 1992-2005 in Wrocław 
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The composition of municipal waste is greatly affected by the time of 
year. Figure 1 shows the predominance of the kitchen and garden waste fraction 
in summer and autumn. The increase in the content of fraction <10 mm in the 
winter period was influenced by the method of heating residential buildings. 

Analysis of conducted studies on the composition of waste in rural are-
as. Studies on the morphology of waste generated in rural areas were carried out 
from Autumn 2011 to December 2012. The study included residents of different 
ages and number of persons in the family. From Figure 2, it can be seen that the 
most waste is generated in families of 2-3 people, especially in winter. The 
amount and composition of generated municipal waste depends on the season of 
the year (Table 1). In rural areas, the largest increase in the fraction of furnace 
waste is observed in winter, which is largely due to the heating of buildings 
with solid fuel. In spring and summer, the content of plastics in waste increases, 
which is related to the increase in consumption of cooling drinks. 

 

 
Fig. 2. Seasonal household waste accumulation rates in rural areas [kg/M] 

 
Table 1. Morphological composition of selected waste fractions in rural areas [kg/M] 

 Type of fraction Spring Summer Autumn Winter 

1. Glass 3.82 4.44 4.05 3.61 

2. Plastics 3.03 3.35 2.63 2.74 

3. Biodegradable 19.1 18.71 18.9 19.97 

4. Paper and cardboard 1.85 2.5 1.79 2.05 

5. Metals 0.57 0.66 0.79 0.71 
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Table 2. cont. 

 Type of fraction Spring Summer Autumn Winter 

6. Textiles 0.46 0.46 0.32 0.35 

7. Wood 0.01 0.02 0.01 0.01 

8. Burning residues 6.31 1.51 2.79 13.19 

 Total 33.15 31.65 31.28 42.63 
 
Figure 3 illustrates the composition of each waste fraction in rural areas 

in spring. The dominant waste content is biodegradable waste, which includes 
kitchen and garden waste. In rural households, it is perfectly possible to use this 
type of waste by creating a home composter. 

4. Models of municipal waste collection and treatment 
Each model has a different direct and indirect cost path, which ultimately trans-
lates into the total cost of waste disposal. The goal is to analyse each path to get 
the clearest picture of all cost components. The cost balance for each model ana-
lyzed will also be recorded. On its basis it will be possible, with all the company's 
data, to calculate how much the residents should pay to balance all the costs and 
profits resulting from the collection and treatment of waste. It will also be possi-
ble to see the trend, i.e. which components have the greatest impact on the total 
cost of disposal, which will clearly indicate which elements subjected to optimi-
zation will significantly reduce the cost of waste collection (Jajczyk 2016). 

 

 
Fig. 3. Waste composition in rural areas during winter 
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Three cost model variants for municipal waste collection and treatment 
are presented below: Cost model – variant I-III, which allow to determine the 
amounts of residents' fees for municipal waste depending on the variant of 
waste management after its collection in [PLN/person/month]. In each model, 
several basic processes can be distinguished. These are mainly: transport of 
waste between Recipient – Regional Municipal Waste Processing Facility, 
waste sorting at Regional Municipal Waste Processing Facility (mixed waste 
separately, pre-sorted waste separately), transport between Regional Municipal 
Waste Processing Facility – PROCESSING PLANT (for recovered raw materi-
als), transport between Regional Municipal Waste Processing Facility – LAND-
FILL (for both waste not suitable for processing separated as a result of selection 
and waste transported directly to landfill). 

The basis for rate considerations is the cost balance equation (2 and 
next). The costs of operation 𝐾 of the municipal waste management system 
should be covered in full by fees paid for collection of waste from residents and 
profits from sales of recyclables over a specified period of time (month, year). 
The relationship below shows the balance of the municipal waste management 
system functioning on a monthly basis. 𝐾 = 𝑂௠ + 𝑍௦௦ (2) 
where:  𝑂௠ – fees from residents for municipal waste collection [PLN/month], 𝑍௦௦ – profits from sales of sorted waste [PLN/month]. 
 

Fulfillment of the above equation indicates full utilization of all funds 
received. Service providers do not suffer a loss and residents do not overpay for 
the service. The essence is to find a rate for waste collection (𝑂௠) such that 
companies are able to generate profit while optimizing their own costs. Too 
high a value of the 𝑂௠ indicator results in excessive subsidies for companies, 
which manifests itself in the growth of administration and the lack of their own 
activity in innovation. Too low a value precludes a viable business. 

The total cost of operating the 𝐾 waste management system consists of 
the costs incurred by the transport company, the costs of the waste sorting plant 
(Regional Municipal Waste Processing Facility) and the costs related to waste 
disposal. Using equationbelow, the total cost of operating the municipal waste 
collection and management system can be calculated. 𝐾 = 𝐾௙௧ + 𝐾௙௦ + 𝐾௙௧ (3) 
where: 𝐾௙௧ – operating cost of transport company [PLN/month], 𝐾௙௦ – operating cost of sorting plant [PLN/month], 𝐾௙௧ – cost of depositing waste at the landfill [PLN/month]. 



392 Paweł Zając & Jarosław Poznański 
 

It is possible to determine the monthly 𝑂ெ fee that each resident should 
pay for the collection and management of the generated municipal waste. This 
rate can be calculated using the following formula. 𝑂ெ = ௄ି௄ೞೞெ೚  (4) 

where: 𝑀௢ – number of residents generating collected municipal waste. 
 
Pursuant to the current legal regulations, the municipality establishes 

the rate for municipal waste collection and management. The entire amount 
collected from all 𝑁 residents is transferred to the Regional Municipal Waste 
Processing Facility. To calculate the total amount collected from residents, the 
following equation 5 should be used. 𝑁 = 𝑀௢ ∙ 𝑂ீ  (5) 

where: 𝑂ீ  – monthly rate for residents set by the municipality [PLN/person/month]. 
 

It should be noted that the rate 𝑂ெ may be different from the rate 𝑂ீ  
despite the fact that they refer to the same thing. This is due to a different way 
of calculating the rate in question.  

The transport company that collects municipal waste incurs various 
costs. The total 𝐾௙௧ costs of operating a transport company are expressed in 
relation 6. 𝐾௙௧ = ∑𝐾௧ (6) 

where: ∑𝐾௧ – sum of individual costs of waste transport [PLN/month]. 
 

The costs of the transport process can be divided in terms of volume 
and level of activity into: variable (which include: energy and operating materi-
als, fuel, tyres) and fixed (which include: repairs and maintenance services, 
taxes on transport, real estate and land, loans and lease, depreciation, staff wag-
es and surcharges, insurance, external services, road and environmental charges, 
other transport activity costs). 

The costs incurred by transport companies depend on the number of kil-
ometres travelled by means of transport in a certain period of time. Each transport 
company also adds a margin to the costs incurred. Transport companies often use 
the term “run". The number of runs nk is calculated from relation 7. 
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 𝑛௞ = ூ೚ொ೟ (7) 

where: 𝐼௢ – amount of generated waste [kg/month], 𝑄௧ – average load capacity of the waste transporting unit [kg]. 
 
The amount of waste generated per month (𝐼௢) is the amount of waste 

generated by each resident for a given number of residents. According to Chief 
Statistical Office data, a Pole produces about 26 kg of municipal waste per 
month. 

The number of runs made is not always determined by the average pay-
load of the vehicle. For waste with low bulk density (e.g. PET packaging), the 
number of runs to be made results from the volume of waste the given vehicle 
type is able to accept.  

Therefore, in order to minimize the number of runs that do not fully uti-
lize the permissible vehicle payload, vehicles with an integrated compaction 
system are used to transport waste with low bulk density. Depending on the 
type of waste collected, the degree of compaction is: (1:3)-(1:5). 

The magnitude of variable transport costs (fuel, consumables, tyres) de-
pends on the total distance covered by the vehicles. The longer the distance 
travelled, the greater the significance of variable costs in the total costs.  

The calculated route length should include both the distances to be cov-
ered in order to transport the raw material to the place of processing and dispos-
al. The type of vehicles used depends on the distance. For short-distance 
transport, it is recommended to use the same vehicles that collect waste from 
residents. For long-distance transports, this is uneconomical, as these vehicles 
have a lower capacity and require additional personnel to operate them. 

The measure that combines fixed and variable costs is the truck-
kilometre (𝑊௞௠). It is a value that characterizes the sum of fixed and variable 
costs per unit time, per unit distance. The cost per truck-kilometre is expressed 
in equation 8. 𝑊௞௠ = ௄೑೟ௌ  (8) 

where: 𝐾௙௧ – transport company operating costs per month including variable and fixed 
costs [PLN/month], 𝑆 – distance for which variable costs were assumed [km]. 
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In the overall costs of the municipal waste management system, 
transport has a significant share. The costs are highest in areas with low popula-
tion density and in areas with varied relief. The highest costs associated with 
municipal waste collection occur in rural areas. The organization of transport is 
significantly influenced by: containers (their quantity and capacity), location of 
containers, distances between collection points and installations, vehicle loading 
capacity and their technical condition. 

The Regional Municipal Waste Processing Facility’s waste sorting plant 
carries out sorting of mixed waste and secondary sorting of municipal waste. 
The total cost of operation 𝐾௙௦ of the sorting plant is made up of its individual 
cost components. The cost of operating the sorting plant is the equation 9. 𝐾௙௦ = ∑𝐾௦ (9) 

The waste sorting plant is burdened with the following costs: energy 
and materials (including maintenance costs), repairs and renovation services, 
taxes, credits and leases (service, instalments), machine and equipment depreci-
ation (depreciation write-offs), insurance, employee salaries, external services, 
investment costs, costs related to the production of sold materials (loading, un-
loading), other costs. The sorting plant’s operating costs are strictly related with 
the quantity and quality of accepted waste. The company's profit should be in-
cluded in the cost calculations. 

It is possible to calculate the operating costs of the sorting plant 𝐾௙௦௠per resident. This can be done by dividing the cost of operating the sorting 
plant by the number of residents it serves. This will give a picture of how much 
it costs per resident to operate and maintain a waste sorting plant over a given 
period of time (on a monthly basis in this case). The relationship discussed can 
be written as follows: 𝐾௙௦௠ = ௄೑ೞெ೚  (10) 

A landfill is a place where only waste from which recyclable waste has 
been recovered after previous selection should be disposed of. The sum of the 
individual costs of the landfill 𝐾௙௪ affects the total cost of operating the landfill 
over a specific time period (month, year). Using equation 11, the monthly oper-
atingcosts of the landfill can be calculated. 𝐾௙௪ = ∑𝐾௪ (11) 

where:  ∑𝐾௪ – sum of individual costs of municipal waste landfilling [PLN/month]. 
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The landfill incurs the following costs: consumption of materials and 
energy, external services, taxes and fees, remuneration of landfill personnel, 
social benefits and insurance, depreciation, fees to the Environmental Protection 
Fund for waste disposal, determined by the Ministry of Environmental Protec-
tion [PLN/Mg], fees for gas and dust emissions to air, other costs. 

These costs depend on the landfill equipment. The costs of environmen-
tal fees are closely related to the amount and type of waste disposed of.  

Both expenditures and income are included in the economic balance 
sheet. Companies that manage municipal waste derive revenue from the sale of 
recyclables. The amount of these revenues depends on the current market prices 
of raw materials and the morphology of waste in a given period. The total profit 𝑍௦௦ results from the sum of the sales of individual fractions that the plant has at its 
disposal in a given time. A waste management company is able to estimate the 
(monthly, in this case) approximate profit from its operations using Equation 12. 𝑍௦௦ = 𝐼଴ ∑ ௉೔∙ி೔ଵ଴଴% (12) 

where: 𝑃௜ – rate for recyclable deposited in the collection point [PLN/kg],  𝐹௜ – composition of a given recyclable in the generated waste [%]. 
 
The individual morphological composition of municipal waste in Poland 

is (Robak 2015) paper 13%, metals2%, glass 10%, plastics 13%, kitchen and 
garden waste 32%. The remaining fractions: wood, bulky waste, textiles, hazard-
ous waste, multi-material waste, green waste are most often sent to landfills or 
utilized through composting and occasionally incinerated. Based on (Robak 
2015), a citizen in Poland generates about 26 [kg] of waste on average per 
month.From the telephone survey carried out, information on the rate for sale of 
particular waste fractions was adopted, which has been used later in this paper. 

4.1. Cost variant – variant I 
The following cost model of Figure 4a occurs when all the mixed municipal 
waste collected goes directly to the landfill. The presented variant is unaccepta-
ble, because the legal regulations introduced in connection with Poland's acces-
sion to the European Union impose the reduction of waste intended for land-
filling to a minimum. 
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Fig. 4. Model in total landfilled waste, where: 𝐾௙௧means the cost of operation of the 
transport company, while 𝐾௙௦ means the cost of operation of the RIPOK: Polish 
acronym: Regional Municipal Waste Processing Facility, and 𝐾௙௪ means the cost of 
landfilling waste, while 𝑍௦௦ means profit from sales of raw materials 

 
In the variant I model, the total operating costs of the ∑𝐾ூ,௙௜ system are 

affected by the operating costs of the trucking company and the operating costs 
of the landfill, as shown in equation 13. ∑ 𝐾ூ,௙௜ = 𝐾௙௧,ଵ + 𝐾௙௪௜∈ሺ௧,௪,௦ሻ  (13) 

where: 𝐾௙௧,ଵ – operating cost of transport company [PLN/month], 𝐾௙௪ – operating cost of landfill [PLN/month]. 
 
The operating cost of the transport company 𝐾௙௧,ଵ depends on the total 

distance travelled 𝑆ଵ (in a given time; for a monthly period in this case). It ap-
plies both to runs with cargo to the landfill and returns to the base.  

Knowing the value of the sum of all distances travelled on a given route 
on a monthly basis 𝑆ଵ and the rate per truck-kilometre 𝑊௞௠ [PLN/km], the cost 𝐾௙௧,ଵis presented in equation 14. 
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 𝐾௙௧,ଵ = 𝑊௞௠ ∙ 𝑆ଵ (14) 

In order to calculate the monthly fee rate per capita in the discussed 
model, the formula 𝑊ூ should be used. It is the quotient of all costs (collection, 
transport and storing) to be borne by the number of residents from whom waste 
is collected. The whole is defined in the same time frame; here it refers to 
a month. This relationship is captured by equation 15. 𝑊ூ = ∑௄಺ ೑೔ெ೚  (15) 

where: ∑𝐾ூ ௙௜ – sum of all partial costs in the variant in question, 𝑀௢ – number of residents from whom waste is collected in the above variant. 
 
This variant has the lowest economic benefits while having the highest 

negative impact on the environment. 
The pro-ecological policy of the European Union forces its members to 

abandon this model. According to Directive 2008/98/EC, each State is obliged 
to reduce the amount of waste to be landfilled. For this reason, amendments to 
the Polish Waste Act require the creation of waste management plans, the im-
plementation of which is to enable the assumed levels of recyclable utilisation 
to be achieved. It is to be welcomed that Poland is on the way to improving its 
use of recyclables, although it is a pity that this is the result of European Union 
pressure rather than its own initiative. 

4.2. Cost model – variant II 
The cost model variant II, Figure 4b, occurs when selectively collected waste is 
taken to secondary sorting and mixed municipal waste is directly deposited at 
a landfill. The scheme described above illustrates the situation currently prevail-
ing on the Polish market, as only 15% of the generated waste is sent to sorting 
plants, where it is subject to secondary sorting. The cleaned waste is sent for 
further processing, which enables some profit to be made.  

Similarly as in the previous model, the operating cost of the transport 
company 𝐾௙௧,௜  depends on the total route covered 𝑆 ௜  (in a given time, here for 
the period of a month). It applies both to runs with cargo and returns to the base. 
In the model in Figure 4b, the distance 𝑆 ଵ defines the sum of all distances trav-
elled on the route “selective collection – landfill". 𝑆 ଶ refers to the route “selec-
tive collection – secondary sorting (Regional Municipal Waste Processing Fa-
cility)”, etc. 

In the case of distances 𝑆 ଷ and 𝑆 ସ, the sum of the route lengths is the 
product of a single route 𝑙ଷ (arrival and return) and the number of necessary 
runs 𝑛௞ to perform; see equation 16. 
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 𝑆ଷ = 𝑙ଷ ∙ 𝑛௞ (16) 

It should be noted here that for the route "Regional Municipal Waste 
Processing Facility - sale of raw materials" the length of the route (li) for each 
raw material will be different, so in the calculations each raw material should be 
treated individually. Knowing the value of 𝑆ଵ, 𝑆ଶ, 𝑆ଷ, 𝑆ସ [km/month] and the rate 
per truck-kilometre 𝑊௞௠  [PLN/km] the cost 𝐾௙௧ is presented in equation 17. 
The sum of costs in the variant II model is expressed by formula 18. 𝐾௙௧ = ∑ 𝐾௙௧,௜ = 𝑊௞௠௜∈ሺଵ,ଶ,ଷ,ସሻ ሺ𝑆ଵ + 𝑆ଶ + 𝑆ଷ + 𝑆ସሻ (17) ∑ 𝐾ூூ,௙௜ = 𝐾௙௧ + 𝐾௙௪ + 𝐾௙௦௜∈ሺ௧,௪,௦ሻ  (18) 

The calculation of the 𝑊ூூ rate that residents must pay to cover the costs 
of operating model II is expressed in equation 19. It also takes into account 
profits from the sale of recyclables, the calculation of which is shown.  𝑊ூூ = ∑௄಺಺ ೑೔ି௓ೞೞெ೚  (19) 

where:  ∑𝐾ூூ ௙௜ – sum of all costs of variant II, 𝑍௦௦ – profits from the sale of recyclables, 𝑀௢ – number of residents from whom waste is collected in the above variant. 
 
The rate should be calculated for the expected time frame. If it is to re-

fer to a monthly period, ∑𝐾ூூ ௙௜ and 𝑍௦௦ should be included in the monthly peri-
od. The practice of western countries shows that a system based on the selective 
collection of waste is more cost-effective than the costs of operation of a Re-
gional Municipal Waste Processing Facility. In highly developed countries, 
Regional Municipal Waste Processing Facilities are replaced by people who 
take care of improving the quality of collected waste already at source. Increas-
ing selective collection translates into higher profits from their sale, which af-
fects the final rate for their disposal. A very important activity is the creation of 
conditions enabling proper sorting of waste along with raising the ecological 
awareness of residents. 

4.3. Cost model – variant III 
All the mixed municipal waste collected is sent to sorting plants, as shown in 
Fig. 4c, where it is subsequently sent to Regional Municipal Waste Processing 
Facilities where it is mechanically sorted. The cost of sorting mixed waste is 
more than 3.5 times higher than the cost of secondary treatment of selectively 
collected waste - according to information from Wroclaw City Hall. 
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Again, the operating cost of the transport company 𝐾௙௧,௜ depends on the 
total distance covered 𝑆௜ (in a given time; a monthly period was assumed here). 
It should be understood as all the distances that have to be covered in order to 
pick up and transport waste, as well as to return to the base. The route 𝑆ଵ refers 
to the sum of distances along the route "mixed waste collection – sorting plant 
(Regional Municipal Waste Processing Facility)”, 𝑆ଶ refers to the sum of dis-
tances along the route "sorting plant (Regional Municipal Waste Processing 
Facility) – sale of raw materials", etc. 

Analogically to model II (Figure 4), in the case of distances 𝑆ଷ and 𝑆ସ, 
the sum of route lengths is the product of a single route 𝑙ଷ (arrival and return) and 
the number of necessary runs 𝑛௞ to be made, which is expressed in equation 20. 𝑆ଷ = 𝑙ଷ ∙ 𝑛௞ (20) 

It should be noted that for the route "Regional Municipal Waste Pro-
cessing Facility - sale of raw materials" the length of the route (𝑙௜) for each raw 
material will be different, so in the calculations each raw material should be 
treated individually. Knowing the value of 𝑆ଵ, 𝑆ଶ, 𝑆ଷ and the rate per truck-
kilometre 𝑊௞௠ , the cost 𝐾௙௧ is shown in equation 21. 𝐾௙௧ = ∑ 𝐾௙௧,௜ = 𝑊௞௠௜∈ሺଵ,ଶ,ଷሻ ሺ𝑆ଵ + 𝑆ଶ + 𝑆ଷሻ (21) 

The sum of all costs in the described model (variant III) is expressed in 
equation 22. ∑ 𝐾ூூூ,௙௜ = 𝐾௙௧ + 𝐾௙௪ + 𝐾௙௦௜∈ሺ௧,௪,௦ሻ  (22) 

The calculation of the rate that residents must pay to cover the cost of 
operating Model III is described in Equation 23. It takes into account profits 
from the sale of raw materials that reduce the fee. 𝑊ூூூ = ∑௄಺಺಺ ೑೔ି௓ೞೞெ೚  (23) 

where: ∑𝐾ூூூ ௙௜ – sum of all costs of variant III, 𝑍௦௦ – profits from the sale of recyclables, 𝑀௢ – number of residents from whom waste is collected in the above variant. 
 
The largest share of municipal management costs is accounted for by 

"Landfills" and "Sorting plants for non-separate waste" (Regional Municipal 
Waste Processing Facility). Transport costs play a secondary role in the global 
balance sheet.  

Looking at the above model, one can see a trend. The cost burden on 
landfills is already decreasing with the use of sorting plants. The whole balance is 
strongly affected by costs of sorting the mixed fraction, which are 3.5 times larger 
than secondary selection. Profits from the sale of raw materials must not be over-
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looked; these also benefit the financial balance of the process. This is certainly 
a better solution than no selection at all and transporting all waste to landfills. 

For selective collection, as its efficiency increases, returns on sales in-
crease and the cost of collecting waste at landfills decreases. On the other hand, 
the operating costs for secondary selection are much lower than for sorting 
plants.Based on this, a trend is emerging that is also noticeable in European 
politics. Taking into account the presented models of variant 2 and variant 3, 
calculations were made to verify the amount of waste charges. Table 2 presents 
the total cost of transporting the monthly quantity of mixed municipal waste 
accumulated in Sector I, Variant 2. 

 
Table 3. Total cost of transport of the monthly quantity of mixed municipal waste 
accumulated in Sector I 

Transport cost 
Number of runs 833.00 
Average distance to Regional Municipal Waste  
Processing Facility in km 55.00 

Number of km to be covered per month 91630.00 
Amount of fuel required in litres 4134.00 
Cost of fuel in PLN 206168.00 
Depreciation and insurance cost in PLN 439824.00 
Total transportation cost excluding staff PLN 645992.00 
Number of trucks 25.00 
Number of employees  75.00 
Total remuneration of employees in PLN 225000.00 
Costs of intervention collections in PLN 100000.00 
Total in PLN 970992.00 

 
Other costs to be taken into account are shown in Table 3. 
 

Table 4. Other costs included in municipal waste management. On a per month basis  
– for the share of mixed waste only 

Cost summary PLN 
Cost of waste collection order in PLN 970992.00 
Profit margin 15% in PLN 145649.00 
Sorting plant in PLN 365712.00 
BIO installation in PLN 269089.00 



Management Model Improving Environmental Protection 401
 

Table 5. cont. 

Cost summary PLN 
Landfill site in PLN 313480.00 
Landfilling cost (landfill price – including  
environmental fee) in PLN 1494021.00 

Overhead costs in PLN 190216.00 
Administrative costs in PLN 53836.00 
Costs of Municipal Waste Selective Collection  
Facilities in PLN 12833.00 

Costs of purchasing containers and bags in PLN 179471.00 
Total in PLN 3995298.00 

 
The values of the costs of mixed waste management in particular sec-

tors are presented in Table 4. 
 
Table 6. The monthly cost of managing mixed municipal waste 

Total cost of waste management PLN 
Sector I 2397179.00 
Sector II 1284203.00 
Sector III 2654019.00 
Sector IV 2225951.00 
Total 8561352.00 
 
The final total cost is ca. PLN 8561352. The fee for management of 

mixed municipal waste in Wroclaw per the number of Wroclaw residents who 
do not sort waste is presented in Table 5. 
 
Table 7. Garbage fee rate 

Summary of cost estimate 
Number of residents who do not sort 347195.00 
Cost of mixed waste management [PLN] 8561351.88 
Calculated cost per person [PLN] 24.66 
Average rate in Wrocław [PLN] 30.75 
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The calculations for variant II (for mixed waste) can be found in Table 6. 
It is obvious that part of the sorted waste will not be used as recyclable. 

Residues after sorting in the north-central region are transported from Wroclaw 
to the Disposal, Recycling and Treatment Facility for Municipal and Industrial 
Waste in Rudna Wielka and to the Ecological Disposal Centre in Rusko. This 
waste goes to the facility coded as 191212. The average cost of landfilling them 
is PLN 329.10 per [Mg]. 

The calculated cost of storing the sorted waste and the costs of main-
taining the installation, the Municipal Waste Selective Collection Facilities, as 
well as the final calculated cost are presented in Table 7. 
 
Table 8. The total cost of transporting a monthly quantity of sorted municipal waste 

Transport cost – whole Wrocław 
Number of runs 2199.00 
Average distance to Regional Municipal Waste 
Processing Facility in km 55.00 

Number of km to be covered per month 241890.00 
Amount of fuel required in litres 108 851.00 
Cost of fuel in PLN 544253.00 
Depreciation and insurance cost in PLN 1161072.00 
Total cost of transport excluding employees  
in PLN 1705325.00 

Cost of managing waste such as rubble, oversize 
items, etc. in PLN 36333.00 

Cost of bio waste management in PLN 363977.00 
Cost of glass preparation in PLN 27000.00 
Cost of preparing plastics and waste paper  
in PLN 1063000.00 

Number of trucks 50.00 
Number of employees  150.00 
Total remuneration of employees in PLN 450000.00 
Costs of intervention collections in PLN 100000.00 
Total in PLN 3745635.00 
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Table 9. Other costs included in municipal waste management. Per month – only for the 
share of selectively collected waste 

Cost summary PLN 
Cost of waste collection orders 3745635.00 
Profit margin 15% 561845.00 
Sorting plant 1068638.00 
BIO plant 786300.00 
Landfill 916013.00 
Cost of storing the remaining sorted waste 127661.00 
Overhead costs 555825.00 
Administrative costs 157313.00 
Collection of expired medicines 19583.00 
Municipal Waste Selective Collection Facility 37500.00 
Costs of purchasing containers and bags 146840.00 
Total 8123152.00 
40% of costs are covered by companies 3249261.00 
Final cost 4873891.00 

 
A comparison of the actual rate and the rate calculated from the model 

is included in Table 8.  
Taking into account the possibility of selling the previously sorted and 

prepared fractions, a balance of costs and profits has been drawn up and com-
pared with the potential profitability of waste sorting and its subsequent recy-
cling. 

Once the fractions such as plastics, glass and paper are prepared – they 
are sold to processors for recycling at a price individually determined by the 
recycling company. The calculated sales revenue amounts are shown in Table 9 
and the adjusted fee rates are shown in Table 8, column 3. 
 
Table 10. Garbage fee rate 

Cost No sale Includes sales 
Number of residents who sort, Assumes 
100% payers 284068.00 284068.00 

Cost of managing sorted waste [PLN] 4873891.00 4180698.00 

Calculated cost per person [PLN] 17.16 14.72 

Average rate in Wrocław [PLN] 20.50 20.50 
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Table 11. Estimated profit from sales of sorted fractions 

Profit from sales of raw materials – monthly quantity 

Fraction Purchase price 
in PLN/kg 

Quantity put up  
for sale in kg Profit in PLN Total 

Plastics 0.60 465794.00 279477.00 

693194.00 
Waste paper 0.26 856240.00 222622.00 
Scrap  0.70 124189.00 86932.00 
Glass 0.06 1736043.00 104163.00 

5. Summary 
Analysing the results of the estimated garbage fee rates in Wrocław and the 
municipal waste management existing in that city, one may conclude that the 
sorting of municipal waste is hardly profitable at present. The main reason for 
low profitability is the high cost, which results from high prices of fuel or 
maintenance of waste treatment facilities. Low profit is also connected with the 
fact that the preparation of sorted fractions for recycling is expensive, while the 
amounts of collected recyclables are also not high enough to cover most of the 
costs. Based on the estimated costs and profits of the management of sorted 
municipal waste, it may be seen that the profit from the sale of recyclables is 
able to cover only about 14.2% of the total costs of the management of sorted 
municipal waste. On the basis of analyses, studies and observations, it may also 
be concluded that as time passes, the sorting of municipal waste by residents 
may be at an increasingly higher level, which may significantly reduce the costs 
of preparing such waste for recycling. One of the factors that can lead to this is 
the continuous running of programmes promoting an ecological attitude, mak-
ing the public aware of how significant the problem of garbage is. 
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Abstract: The one of purposes of this paper is to estimation some impact on the 
service life of the high-pressure cylinder rotor of a typical high-speed turbine  
K-1000-60/3000. The residual life assessment of power equipment would require 
determining viability and damage of its base metal. Typical degradation 
mechanisms of steam turbine equipment include long-term strength reduction and 
low cycle fatigue accumulation. Intensity of their impact is determined by 
a numerical examination of equipment thermal (TS) and stress strain states (SSS) 
for standard operation modes. To perform a numerical examination of the stress 
strain state would require solving a thermal conductivity boundary problem in 
quasi-stationary (for nomal operation modes) and nonstationary models (for 
transients). It is convenient to solve such problems of mathematical physics 
through discretization of the calculation object using the finite element method 
(Chernousenko et al. 2018). The service life of steam turbine is determined as an 
individual one and is assigned based on the results of individual an inspection of 
a separate element or the largest group of single-type equipment elements of the 
considered plant. The fleet service life being reached is followed by diagnostics of 
specific units of power installations and analysis of their operation, measurement 
of actual dimensions of components, examination of structure, properties and 
damage accumulation in the metal, non-destructive testing and estimate of stress 
strain state and residual service life of the component. The results of performed 
studies are used to determine an individual service life of each element of energy 
equipment (Nikulenkov et al. 2018). 
Keywords: service life, steam turbine, temperature, ANSYS, 2-D and 3-D 
geometrical models, K-1000-60/3000, nuclear power plants, CFD-codes 
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1. Introduction 
The problem of defining service life of nuclear power plants considering life 
cycles of their major equipment is becoming increasingly important each year. 
This raises questions relating to reasonable decision-making scheme on the due 
time for decommissioning of NPPs and feasibility of replacing of any major 
equipment considering safety and economic factors. 

With extended operation of power plant equipment, the definition of its 
service life has changed. After the fleet life is reached, an in-depth diagnostic is 
carried out for specific nodes of electric power installation, including analysis of 
its operating conditions, measurement of the actual component geometry, exam-
ination of steel structure, its properties and accumulated damage, non-
destructive testing and calculated estimate of stress state and residual service 
life of components. 

Based on the results of performed studies an individual residual service 
life is established for a specific component of the power equipment. 

The decision-making algorithm regarding capability and conditions for 
equipment operation throughout the individual service life can be described as 
follows (Nikulenkova et al. 2020):  
1) assessment of actual operating conditions for the entire period of component 

use; 
2) conducting repeated strength analysis based on the refined operation data; 
3) defectoscopy (visual inspection, ultrasonic testing, X-ray examination, mag-

netic particle testing, lab examinations of steel samples); 
4) assessment of the expired service life and forecasting further operation after 

defining equipment conditions. 
 
This approach allows combining calculation methods, results of steel 

examination and samples tests, which complement each other. The set purpose 
is to be achieved by reaching the objectives as follows: 
1) analysis of the known ways for service life extension of energy equipment 

that has reached the end of its fleet service life; 
2) the results of metal inspection throughout the entire operating lifetime and 

analysis of technical audit data relating to damages and geometry changes 
during refurbishment of steam turbine elements; 

3) analysis of the results of experimental researches and estimate of residual 
service life of steam turbines considering actual operating conditions and lo-
cal damages of separate turbine components;  

4) elaborating proposals regarding approaches to extension of service life of 
steam turbines. 

  



410 Olga Chernousenko et al. 

2. Materials and methods
Approaching the end of the established life of NPP equipment poses a number 
of challenges to nuclear industry: 
1) to increase the installed capacity while maintaining the required safety level

of operating power units using the built-in engineered margins of operating
units along with the ever increasing pace of science and technology devel-
opment, and taking due account of international practice;

2) to carry out a range of works and upgrades to ensure operation of power units
beyond their design life while maintaining the required safety level.

The range of works to be carried out when assessing the service life of 
the critical elements of the turbine is comprised of several phases. 

In the fist phase, the 3-D analogues of the rubine machine elements 
were built based on the results of the technical audit and conclusions of the vis-
ual inspection, when different types of damages are localized in the geometrical 
model of a turbine element in the form of steel samples of differenet shape. 
Such approach allows to bring the calculation model of the steam turbine ele-
ment close to real conditions after continiuous operation. 

The next phase is to calculate initial and boundary conditions (using 
CFD-codes or criterial equations as specified in (Nikulenkov et al. 2018, Niku-
lenkov et al. 2019)) and determine a nonstationary temperature field in the solid 
critical element for further calculation of thermal load. 

It starts with solving the non-stationary thermal conductivity equation 
and assigning boundary conditions for heat transfer on the surfaces of the rotor 
based on 2-D and 3-D geometrical models. The non-stationary thermal conduc-
tivity equations are given below: 

div[λ(T)·grad(T)] = c(T)·γ(T)·dT/dτ (1)

where: λ – coefficient of thermal conductivity, c – specific heat capacity, γ – spe-
cific weight, which are functions of temperature and coordinates under initial 
conditions T0 = T (x, y, z, 0) = f0 (x, y, z). 

The third phase involves using the ANSYS package to determine the 
stress strain state of the high pressure cylinder rotor considering its complex 
spatial geometry, damages over ther period of operation, and repair and renewal 
changes of the design geometry (Peshko et al. 2016, Chernousenko et al. 2020). 

The outcome is calculations of equivalent elastic strain, von Mises 
equivalent strain, principal stresses, taking into account the effect of the cen-
trifigual forces, temperature and steam pressure loads during start-up of the К-
1000/60-3000 turbine from cold (CS), warm (WS) and hot states (HS). 
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1) Equivalent elastic strain shall be calculated by the formula:

εе = (1/1 + ν')(1/2[(ε1 - ε2)2 + (ε2 - ε3)2 + (ε3 - ε1)2])1/2 (2) 

where ν' – the effective Poisson’s ratio defined as: 1) the Poisson’s ratio at the 
relevant temperature of the considered body for elastic and thermal 
deformations; 2) 0.5 for plastic differmations. 

2) Von Mises equivalent strain shall be calculated by the formula:

σе = [((σ1 - σ2)2 + (σ2 - σ3)2 + (σ3 - σ1)2)/2]1/2 (3)

3. Principal stresses
It is well-known from the theory of elasticity that an infinitely small volume of 
material in the arbitrary point of the solid body and inside it can be rotated so 
that there remain only normal stresses, and all shear stresses are equal to zero. 
The three remaining normal stresses are called principal stresses. 

Principal stresses are always arranged as follows: σ1 > σ2 > σ3, where: 
σ1 – maximum principal stress, σ2 – middle principal stress, σ3 – minimum 
principal stress. 

To calculate transient temperature fields for CS, WS and HS the 
boundary conditions were determined for temperature distribution in the rotor 
(t = f(x,y) at the time τ = 0, τ = 2760, τ = 6600, τ = 22740). The boundary condi-
tions and the rotor temperature field are presented in Fig. 1-9. 

Fig. 1. Initial temperature distribution in the rotor during cold start-up 
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Fig. 2. Temperature field of the 1000/60-3000 steam turbine rotor 2760 seconds after 
cold start-up of the turbine 
 

 
Fig. 3. Temperature field of the 1000/60-3000 steam turbine rotor 22740 seconds after 
cold start-up of the turbine 
 

 
Fig. 4. Initial temperature distribution in the rotor during warm start-up 
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Fig. 5. Temperature field of the 1000/60-3000 steam turbine rotor 6600 seconds after 
warm start-up of the turbine 
 

 
Fig. 6. Temperature field of the 1000/60-3000 steam turbine rotor 22740 seconds after 
warm start-up of the turbine 
 

 
Fig. 7. Initial temperature distribution in the rotor during hot start-up 
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Fig. 8. Temperature field of the 1000/60-3000 steam turbine rotor 14100 seconds after 
hot start-up of the turbine 
 

 
Fig. 9. Temperature field of the 1000/60-3000 steam turbine rotor 22740 seconds after 
hot start-up of the turbine 

4. Results and discussion 
Initial data 

The condensate steam turbines of thermal and nuclear power plants with high 
temperature elements in 3-D setting are considered. The boundary conditions 
are established for heat exchange on the rotor surfaces using ANSYS digital 
model based on built geometrical 3-D models corresponding to operating modes 
by start-up types from cold, hot and warm conditions and stationary mode 
(Nikulenkova et al. 2019). 
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Model testing and setup 

The calculations determine principal stresses and intensity of stresses over en-
tire life corresponding to start-up and stationary operating conditions in all divi-
sion points of hight temperature elements of the stream turbine.  

The results of stress and deformation calculations under cold start-up of 
the К-1000/60-3000 turbine are provided below. 

Fig. 10-15 show the change of maximum stress (equivalent (von-Mises) 
stress, principal sress) during the cold, warm and hot start-up. 

 

 
Fig. 10. Time change of maximum equivalent stress (von Mises) during cold start-up 
 

 
Fig. 11. Time change of the maximum value of maximum principal stress during cold 
start-up 
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Fig. 12. Time change of maximum equivalent stress (von Mises) during warm start-up 
 

 
Fig. 13. Time change of the maximum value of maximum principal stress during warm 
start-up 
 

 
Fig. 14. Time change of maximum equivalent stress (von Mises) during hot start-up 
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Fig. 15. Time change of the maximum value of maximum principal stress during hot 
start-up 
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turbine due to steam directed onto seals) to the first stage disk and further to the 
coupling when reaching nominal conditions. The maximum value of maximum 
principal stress is 294.16 MPa reached at 2760 s. 

The maximum equivalent stress is 452.14 MPa reached at 3300 s during 
hot start-up. The stress peak shifts from end seals (during warming-up of the 
turbine due to steam directed onto seals) to the first stage disk and further to the 
coupling when reaching nominal conditions (Nikulenkova et al. 2020). 

The calculation results of the stress strain state of the high-temperature 
elements of the steam turbine obtained using ANSYS in different spatial set-
tings (2-D and 3-D) were compare between each other and with the results ob-
tained by other authors (Bakhmutskaya et al. 2017, Shulzhenko et al. 2011). 

According to the calculations the maximum stress is 338.9 MPa reached 
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calculaton of the low cycle fatigue with account of changes in the stress strain 
state of the К-1000/60-3000 turbine elements for optimization of strength mar-
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nuclear power plants. 
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5. Conclusions 
1. The set of works to estimate the service life of the critical elements of the К-

1000/60-3000 turbine has been described in phases. 
2. The calculations have been made for equivalent elastic strain, von Mises 

equivalent strain, principal stresses, taking into account the effect of the 
centrifugal forces, temperature and steam pressure loads during start-up of 
the К-1000/60-3000 turbine from cold, warm and hot states. 

3. The maximum stress has been calculated as 338.9 MPa reached at 10260 s 
during cold start-up, 476.55 MPa reached at 6600 s during warm start-up, 
452.14 MPa reached at 3300 s during hot start-up of the К-1000/60-3000 
steam turbine. 

4. The maximum equivalent elastic strain has been calculated as 1.76Е-03 m/m 
reached at 10260 s during cold start-up, 2.47Е-03 m/m reached at 6600 s dur-
ing warm start-up, 2.35Е-03 m/m reached at 3300 s during hot start-up of the 
К-1000/60-3000 steam turbine. 
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Abstract: The influence of sun rays, wind speed, and different type of subsoil on 
the evaporation process was analyzed. A dedicated experimental set-up for 
investigation of evaporation process of three liquids (ethanol, petrol and tap 
water) deposited on glass and sand was created. Results indicated that for porous 
surfaces wind decreased the amount of evaporated liquids. After substitution of 
wind with sun rays for porous surface evaporation process increased for ethanol 
and petrol, respectively. Finally, the influence of both wind and sun rays indicated 
a 1% and 5% decrease of evaporation intensity for tap water and petrol, 
respectively. While, a 2% increase of evaporated liquid was observed for ethanol. 
It was noticed that application of porous surface caused the highest improvement 
of evaporation process for petrol and tap water, while the lowest for ethanol. 
Moreover, application of wind together with porous surface increased the intensity 
of evaporation for all analyzed liquids. 
Keywords: basis, evaporating liquids, atmospheric factors 
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1. Introduction 
Rapid elimination of the effects of uncontrolled spill is important for firefighters 
to quickly handle a hazard (Polanczyk 2018, Kahn et al. 2019). Leakage of haz-
ardous liquids may aggravate or inhibit natural environmental factors (Li et al. 
2019, Polanczyk et al. 2019, Polanczyk et al. 2020). The most important think 
for firefighters taking part in the event is to secure the area of action and imme-
diately provide help to people, life stock and surrounding area (Polanczyk & 
Salamonowicz 2018, Colburn et al. 2019, Majder-Lopatka et al. 2020). Safety 
operations critically reliant on the practices and expertise of firefighters (Maslen 
2014, Polanczyk 2018, Salamonowicz et al. 2021). A variety of factors such as 
natural disaster, corrosion, third party damage, mechanical failure, may cause 
pipeline leakage and rupture, thereby leading to personal injury, facility dam-
age, and environmental pollution (Batzias et al. 2011, Czapczuk et al. 2017, 
Zhang et al. 2018). Depending on the size of the pool and the type of liquid, it is 
possible to estimate the level of hazard and to establish a dangerous zone 
(Piecuch et al. 2015, Stefana et al. 2016). These actions require the knowledge 
of soil permeability and liquid evaporation rate (Moon et al. 2018, Polanczyk 
et al. 2018, Yu et al. 2019, Singh et al. 2020). The intensity of evaporation pro-
cess depends on the type of liquid. Fingas observed that light crude oils can be 
reduced by up to 75% of their initial volume and medium crudes by up to 40% 
of their volume (Fingas 1997). Moreover, drying with evaporation in the soil is 
associated with coupled heat and mass transfer and depends on the the require-
ment of evaporation in the atmosphere and the exchange of steam and heat be-
tween the surface of the earth and the atmosphere (Polanczyk & Salamonowicz 
2018, Qubaja et al. 2020). The rate of evaporation of liquid deposited in soil is 
also influenced by atmospheric factors such as humidity, temperature and veloc-
ity of the surrounding air, as well as by the pore space and transport properties 
of the soil including thermal and hydraulic conductivity and the diffusivity of 
steam (Teng et al. 2019). This complexity leads to very dynamic interactions 
between media properties and transport processes and initiate a broad spectrum 
of evaporation behaviors (Wawrzyniak et al. 2012, Wawrzyniak et al. 2012, 
Polanczyk et al. 2013, Zieminska-Stolarska et al. 2015, Chen et al. 2020, 
Polanczyk et al. 2020). At the critical surface water content or the depth of the 
pre-drying the first stage ends suddenly, followed by a lower degree, controlled 
mainly by diffusion mass transfer (Abdel-Aziz 2013). Therefore, in this work, 
the impact of different types of subsoils, spilled liquids as well as sun rays and 
wind speed on the evaporation process was investigated. 

2. Materials and methods 
A dedicated experimental set-up composed of an aerodynamic tunnel made of 
polycarbonate with a square cross-section (equal to 0.09 m2) with a hole in the 
lower part (cross-section equal to 0.00785 m2) where a 10 cm diameter Petrie dish 
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with investigated liquid was localized. Additionally, the Petrie dish was situated 
on a scale (Radwag WPS 720/C) to analyze weight changes. Moreover, the liquid 
temperature was measured with the use of thermocouple pt100 placed in the liq-
uid on the Petrie dish. The temperature in the laboratory was equal to 25 ±1°C 
and humidity was equal to 55%. For the reconstruction of air flow, a fan, allowing 
set of constant air velocity value equal to 1.5 m/s (measured with anemometer 
CFM AZ 8901), was localized at the inlet to the tunnel. A halogen bulb (100W) 
was placed over the Petrie dish to simulate sun influence. 

Evaporation process was analyzed for 100 ml of three different liquids 
(98% alcohol (ethanol), petrol (95 octanes), and tap water as a reference). 
Moreover, to reconstruct the real environmental conditions that meets firefight-
ers during events, we analyzed different surfaces (impermeable surface (an 
empty Petrie dish) and 25 g evenly distributed of sand) as well as different at-
mospheric conditions. The following cases were analyzed: (1) liquid poured on 
the surface without additional factors, (2) poured liquid with wind, (3) poured 
liquid with sun ray, (4) poured liquid with simultaneous wind and sun ray. Each 
time the evaporation process was monitored for 600 seconds with time intervals 
equal to 10 seconds. 

The measurements were repeated three times to receive an average val-
ue. Data are presented as mean ±standard error (SD). Comparison between 
groups was performed using one-way ANOVA after verification of normality 
and Person’s correlation coefficient (rho) and was calculated with Statistica 
12.0 software. Data were considered statistically different when p < 0.05 
(Polanczyk et al. 2018). 

3. Results and discussion 
Evaporation is a very important process for most hazardous substances (Abdel-
Aziz 2013). Most of the events where firefighters are directed have in general 
impact on surrounding environment. The methodological framework presented 
herein considers both evaluation of received results and description with poly-
nomials functions. Evaporation models can be divided into the one which use 
the basis of air-boundary-regulation or the other that use diffusion-regulated 
evaporation physics (Moon et al. 2018). 

3.1. Impermeable surface 

Distribution of mass and temperature for three liquids on an impermeable sur-
face without additional interrupting factors was treated as a reference point. 
A decrease of density value caused an increase in evaporated liquid which 
amount 0.17 ±0.02 g, 0.93 ±0.14 g and 4.82 ±0.49 g for tap water, ethanol, and 
petrol, respectively (Fig. 1a). Approximately 5.37-fold increase of ethanol 
evaporation intensity compare to tap water was observed (p < 0.01).  
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The comparison of tap water and petrol indicated about 27.84-fold in-
crease of petrol evaporation intensity (p < 0.001). Furthermore, comparability of 
ethanol and petrol indicated about 5.18-fold rise of petrol evaporation intensity 
(p < 0.001). This observation can be associated with the fact that ethanol is 
a polar molecule with a strong dipole, which undergoes hydrogen bonding to 
the extent that its boiling point is higher than would be expected based on its 
molecular weight (Aulich et al. 1994). Moreover, for each of analyzed liquid the 
following decrease of temperature was observed: 0.55 ±0.18°C, 1.38 ±0.45°C 
and 3.09 ±0.21°C for tap water, ethanol, and petrol, respectively. Further com-
parison of a degree of temperature decreases for all liquids indicated that about 
2.49-fold higher reduction of ethanol temperature compare to tap water (p < 0.001). 
While comparison of tap water and petrol indicated 5.58-fold higher decrease of 
petrol temperature (p < 0.001). When comparing ethanol and petrol we noticed 
a 2.24-fold decrease of petrol evaporation (p < 0.001). Additionally, there was 
a strong positive correlation between changes in temperature and mass of tap 
water (rho = 0.998), ethanol (rho = 0.966) and petrol (rho = 0.983) for the case 
without additional factors. 
 

 
Fig. 1. Scatterplot graphic presentation of liquid evaporation for: a) case without 
external factors, b) with wind impact, c) with sun impact, d) with wind and sun impact, 
in contact with impermeable surface 
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Addition of wind factor increased evaporation intensity for all liquids 
which amount 1.19 ±0.09 g, 7.13 ±0.12 g and 27.47 ±1.42 g for tap water, etha-
nol and petrol, respectively (Fig. 1b). The highest increase was observed for the 
ethanol (7.67 times, p < 0.001), while the lowest for the tap water (5.70 times, 
p < 0.001). A 5.98-fold increase of ethanol evaporation intensity compare to tap 
water was recorded (p < 0.001). While comparison of tap water and petrol 
showed 23.04-fold increase of petrol evaporation intensity (p < 0.001). Contra-
rily, comparison of ethanol and petrol indicated 3.85-fold increase (p < 0.001).  

Moreover, for each liquid different decrease of temperature was ob-
served and amount 3.40 ±0.03°C, 7.01 ±0.60°C and 5.67 ±0.81°C for tap water, 
ethanol and petrol, respectively. A 2.06-fold higher decrease of ethanol temper-
ature compare to tap water was observed (p < 0.001). While, in the case of tap 
water vs petrol we noticed a 1.66-fold higher decrease of petrol temperature  
(p < 0.001). Comparison of ethanol and petrol indicated approximately 0.81-times 
higher decrease of petrol evaporation (p < 0.01). Additionally, there was a strong 
positive correlation between changes in temperature and mass of tap water  
(rho = 0.981), ethanol (rho = 0.934) and a weak negative correlation for petrol  
(rho = -0.238). 

After substitution of wind with sun rays it was observed that the evapo-
ration process was not so intensive like for wind factor, however it was higher 
comparing to the reference one without additional interrupting factors such as 
wind or sun rays (Mehrizi & Wang 2017). The highest increase was observed 
for the tap water (2.57 times, p < 0.001), while the lowest increase for the petrol 
(1.06 times, p < 0.001). A comparison with wind factor indicated that the highest 
increase was observed for the tap water (approximately 0.37 times, p < 0.001), 
while the lowest for the ethanol (approximately 0.17 times, p < 0.001). Adding of 
sun rays factor showed that evaporated volume of liquid was equal to 0.44 
±0.05 g, 1.18 ±0.12 g and 5.10 ±0.04 g for tap water, ethanol and petrol, respec-
tively (Fig. 1c). A 2.67-fold increase of ethanol evaporation intensity comparing 
to tap water was noticed (p < 0.001). While comparison of tap water and petrol 
indicated approximately 5.10-times increase of petrol evaporation (p < 0.001). 
Comparison of ethanol and petrol indicated approximately 1.18-fold increase of 
petrol evaporation intensity (p < 0.001). 

Moreover, for each of analyzed liquid the following decrease of tem-
perature was noticed: 6.15 ±0.32°C, 5.45 ±0.16°C and 4.11 ±0.39°C for tap 
water, ethanol and petrol, respectively. A 0.89-fold higher decrease of ethanol 
temperature compare to tap water was observed (p < 0.01). While comparison of 
tap water and petrol indicated a 0.67-fold higher decrease of petrol temperature  
(p < 0.001). Comparison of ethanol and petrol showed 0.75-times higher reduc-
tion of petrol evaporation (p < 0.001). Additionally, there was a strong negative 
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correlation between changes in temperature and mass of tap water (rho = -0.940), 
ethanol (rho = -0.971) and petrol (rho = -0.998). 

Finally, the influence of both factors (wind and sun rays) was investi-
gated. The highest increase compare to the reference case was observed for the 
ethanol (9.14 times, p < 0.001), while the lowest increase was observed for the 
petrol (6.22 times, p < 0.001). Moreover, comparison with wind factor indicated 
that the highest increase in evaporation intensity was observed for the ethanol 
(1.19 times, p < 0.001), while the lowest increase was observed for the tap wa-
ter (1.06 times, p < 0.001). Further comparison with sun rays indicated that the 
highest increase was observed for the ethanol (7.17 times, p < 0.001), while the 
lowest increase was observed for the tap water (2.83 times, p < 0.001). Adding 
of wind and sun rays indicated that evaporated volume of liquid was equal to 
1.26 ±0.11 g, 8.50 ±0.16 g and 29.95 ±0.41 g for tap water, ethanol and petrol, 
respectively (Fig. 1d). A 6.75 increase of ethanol evaporation intensity compare 
to tap water was recorded (p < 0.001). While comparison of tap water and petrol 
showed 23.80-fold rise of petrol evaporation intensity (p < 0.001). Furthermore, 
comparison of ethanol and petrol indicated 3.52-fold increase of petrol evapora-
tion intensity (p < 0.001). 

Moreover, for each of analyzed liquid the following decrease of tempera-
ture was observed and amount 0.60 ±0.32°C, 3.94 ±0.32°C and 1.45 ±0.21°C for 
tap water, ethanol and petrol, respectively. A 6.51-fold higher decrease of etha-
nol temperature compare to tap water was observed (p < 0.001). While compar-
ison of tap water and petrol indicated 2.40-fold higher decrease of petrol tem-
perature (p < 0.001). Comparison of ethanol and petrol indicated 0.37-fold 
higher reduction of petrol temperature (p < 0.001). Additionally, there was 
a weak negative correlation between changes in temperature and mass of tap 
water (rho = -0.127) and strong negative petrol (rho = -0.713) and strong posi-
tive correlation for ethanol (rho = 0.889). 

3.2. Porous surface 

Distribution of mass and temperature for three liquids without additional inter-
rupting factors and on a porous surface (sand) was analyzed. It was accordance 
with the data of (Volchkov 2006, Nasr et al. 2010). Similarly, to impermeable 
surface with a decrease of density value an increase in the amount of evaporated 
liquid was noticed and amount 0.21 ±0.02 g, 0.80 ±0.02 g and 5.53 ±0.37 g for 
tap water, ethanol and petrol, respectively (Fig. 2a). Additionally, a 3.79-fold 
increase of ethanol evaporation intensity compare to tap water was observed  
(p < 0.001). The comparison of tap water and petrol indicated a 26.16-times rise 
of petrol evaporation intensity (p < 0.001). While comparison of ethanol and 
petrol indicated 6.90-times increase of petrol evaporation intensity (p < 0.001). 
Moreover, for each of analyzed liquid the following decrease of temperature 
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was observed (0.67 ±0.11°C, 1.27 ±0.32°C and 3.14 ±0.23°C for tap water, 
ethanol and petrol, respectively). A 1.91-fold higher decrease of ethanol tem-
perature compare to tap water was observed (p < 0.001). While comparison of 
tap water and petrol indicated 4.71-fold higher decrease of petrol temperature  
(p < 0.001). A comparison of ethanol and petrol indicated approximately 2.46-
fold higher reduction of petrol evaporation (p < 0.001). Additionally, there was 
a strong positive correlation between changes in temperature and mass of tap 
water (rho = 0.998), ethanol (rho = 0.996) and petrol (rho = 0.991) for the case 
of without additional interrupting factors. 

Adding of wind factor increased of evaporation intensity for all liquids 
(0.97 ±0.10 g, 6.80 ±0.26 g and 26.91 ±0.87 g for tap water, ethanol and petrol, 
respectively) (Fig. 2b). The highest increase was observed for the ethanol (8.48 
times, p < 0.001), while the lowest increase was observed for the tap water 
(4.57 times, p < 0.001). Moreover, 7.03 increase of ethanol evaporation intensi-
ty compares to tap water was recorded (p < 0.001). While comparison of tap 
water and petrol indicated 27.83-times increase of petrol evaporation intensity 
(p < 0.001). Furthermore, comparison of ethanol and petrol showed a 3.96 in-
crease of petrol evaporation intensity (p < 0.001). 

 

 
Fig. 2. Scatterplot graphic presentation of liquid evaporation for: a) case without 
external factors, b) with wind impact, c) with sun impact, d) with wind and sun impact, 
in contact with porous surface 
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Moreover, for each of analyzed liquid the following decrease of tempera-
ture was observed and amount 2.59 ±0.015°C, 4.55 ±0.10°C and 4.41 ±0.21°C for 
tap water, ethanol and petrol, respectively. A 1.76-times higher decrease of etha-
nol temperature compare to tap water was observed (p < 0.001). While compari-
son of tap water and petrol indicated approximately 1.70-fold higher decrease of 
petrol temperature (p < 0.001). A comparison of ethanol and petrol indicated 
0.97-fold higher reduction of petrol evaporation (p < 0.001). Additionally, there 
was a strong positive correlation between changes in temperature and mass of tap 
water (rho = 0.988), ethanol (rho = 0.952) and weak negative correlation for pet-
rol (rho = -0.245) for the case of wind factor. 

After substitution of wind with sun rays it was observed that the evapora-
tion process intensity was not so intensive like for wind factor, however it was 
higher comparing to the reference one (without any external factors). The highest 
increase compare to the reference case was observed for the tap water (1.72 times, 
p < 0.001), while the lowest increase was observed for the petrol (1.26 times,  
p < 0.001). Moreover, comparison with wind factor indicated that the highest 
increase was observed for the tap water (0.38 times, p < 0.001), while the lowest 
for the ethanol (approximately 0.20 times, p < 0.001). Adding of sun rays factor 
showed that evaporated volume of liquid was equal to 0.36 ±0.01 g, 1.35 ±0.02 g 
and 6.98 ±0.18 g for tap water, ethanol and petrol, respectively (Fig. 2c). A 3.71-
fold increase of ethanol evaporation compared to tap water was recorded  
(p < 0.001). While comparison of tap water and petrol indicated a 19.23- fold 
increase of petrol evaporation (p < 0.001). On the contrary, only 5.19 increase of 
petrol evaporation (p < 0.001) was noticed when compared ethanol and petrol. 

Moreover, for each of analyzed liquid the following decrease of tem-
perature was observed (5.52 ±0.07°C, 5.59 ±0.23°C and 5.93 ±0.83°C for tap 
water, ethanol and petrol, respectively). A 1.01 higher decrease of ethanol tem-
perature compare to tap water was recorded (p < 0.001). While comparison of 
tap water and petrol indicated approximately 1.07 higher decrease of petrol 
temperature (p < 0.001). Furthermore, comparison of ethanol and petrol indicat-
ed a1.06 higher reduction of petrol evaporation (p < 0.001). Additionally, there 
was a strong negative correlation between changes in temperature and mass of 
tap water (rho = -0.955), ethanol (rho = -0.965) and petrol (rho = -0.992). 

Finally, the influence of both factors (wind and sun rays) was investi-
gated. It was observed that the evaporation process was the highest compare to 
the previous cases. The highest increase compare to the reference case was ob-
served for the ethanol (10.78 times, p < 0.001), while the lowest increase for the 
petrol (5.16 times, p < 0.001). Moreover, comparison with wind factor indicated 
that the highest rise was noticed for the tap water (1.28 times, p < 0.001), while 
the lowest increase was observed for the petrol (1.06 times, p < 0.001). Fur-
thermore, comparison with sun rays showed that the highest intensification was 
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observed for the ethanol (6.43 times, p < 0.001), while the lowest increase was no-
ticed for the tap water (3.42 times, p < 0.001). Adding of wind and sun rays indi-
cated that evaporated volume of liquid was equal to 1.24 ±0.08 g, 8.64 ±0.22 g 
and 28.55 ±0.11 g for tap water, ethanol and petrol, respectively (Fig. 2d).  
Also, a 6.96 increase of ethanol evaporation compare to tap water was noticed 
(p < 0.001). While comparison of tap water and petrol showed a 22.98 increase 
of petrol evaporation (p < 0.001). Furthermore, comparison of ethanol and petrol 
indicated approximately 3.30 increase of petrol evaporation intensity (p < 0.001). 
Moreover, for each of analyzed liquid the following decrease of temperature was 
observed (1.43 ±0.26°C, 2.69 ±0.22°C and 2.03 ±0.55°C for tap water, ethanol 
and petrol, respectively). We noticed a 1.89 higher decrease of ethanol tempera-
ture compare to tap water (p < 0.001). While comparison of tap water and petrol 
indicated approximately 1.42 higher reduction of petrol temperature (p < 0.001). 
Furthermore, comparison of ethanol and petrol indicated a 0.75 higher decrease of 
petrol evaporation (p < 0.001). Additionally, there was a strong negative correla-
tion between changes in temperature and mass of tap water (rho = -0.977) and 
petrol (rho = -0.875) and strong positive correlation for ethanol (rho = 0.990) for 
the case of wind and sun rays factor. 

3.3. Comparision of flat and porous surfaces 

Application of porous surface involved increase of evaporated liquid for tap 
water (1.22 times) and petrol (1.15 times). It was accordance with (Zhou et al. 
2020). While, for ethanol application of porous surface decrease of evaporated 
amount of liquid (14%). 

Moreover, for porous surfaces adding of wind factor decreased the 
amount of evaporated liquid by 19%, 5% and 2% for tap water, ethanol and 
petrol, respectively. After substitution of wind with sun rays it was observed 
that the evaporation process increased by 1.14 and 1.37 times for ethanol and 
petrol, respectively. While a 18% decrease of evaporated liquid for tap water 
was recorded. Finally, the influence of both factors (wind and sun rays) indicat-
ed a 1% and 5% decrease of evaporated liquid for tap water and petrol, respec-
tively. While, for ethanol 2% increase of evaporated liquid was observed. 
Moreover, graphical results of evaporation process for each of analyzed liquids 
was described with an umbrella shape (Fig. 3). 

For tap water and impermeable surface an umbrella had vertical shape. 
However, substitution of flat surface with porous one indicated aberration from 
vertical configuration into right side (Fig. 3a and Fig. 3b). While analysis of 
ethanol instead of tap water indicated aberration of umbrella from vertical con-
figuration into left side for flat surface and porous surface (Fig. 3c and Fig. 3d). 
Finally, for petrol the shape of umbrella was deformed by collapse into right 
side for impermeable surface and porous surface (Fig. 3e and Fig. 3f). 
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In Table 1 mathematical functions for each of analyzed liquids were 
presented. Each liquid was described with several functions to reflect the shape 
of umbrella. Each time the range of function was selected that regression coeffi-
cient was not lower than 0.769. While the highest regression coefficient was 
equal to 0.989. 
 

 
Fig. 3. Scatterplot graphic representation of porous surface for: a) tap water, b) tap 
water fit function, c) ethanol, d) ethanol fit function, e) petrol, f) petrol fit function 
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4. Conclusions 
The impact of external factors on the evaporation process in the laboratory 
scale, which simulated a hazard that firefighters may meet in their work, was 
analyzed. Application of porous surface caused the highest improvement of 
evaporation process for petrol and tap water, while the lowest was observed for 
ethanol. Moreover, application of wind together with porous surface increased 
the intensity of evaporation for all analyzed liquids compare to the case without 
additional interrupting factors such as wind or sun rays. However, application of 
sun rays instead of wind caused the highest improvement of evaporation process 
for ethanol and petrol and the lowest for tap water. Finally, application of both 
external factors provided similar intensity of evaporation. 
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Abstract: The paper includes a detailed water need forecasting analysis of fruit 
plants: apple trees, pear trees, cherry trees and plum trees, for the area of Poland 
with particular water deficits. The assessment was carried out for the multiannual 
period of 1989-2018, using three methods developed by Press, Grabarczyk and 
Rzekanowski, and Treder. The greatest water needs in the multiannual period 
(1989-2018) were demonstrated by apple and plum trees. The average water needs 
of apple trees in the multiannual period were 485 mm (Press method), 599 mm 
(Rzekanowski and Grabarczyk) and 558 mm (Treder), respectively. The average 
amount of water needs of plum trees was 506 mm (according to Press), 590 mm 
(Rzekanowski and Grabarczyk) and 548 mm (Treder). In practice, each of the 
methods presented should be used to forecast the water needs of fruit plants. This 
will minimise the risk of water shortages and will also enable determination of 
irrigation doses.  
Keywords: fruit plants, water deficit areas, irrigation needs, water needs 

1. Introduction 
In Central Poland, where water shortages are frequent, intensive vegetable and 
fruit growing is exclusively dependent on the course and distribution of precipi-
tation and air temperature. Spatial and temporal variability of precipitation is 
a characteristic feature of the Polish climate, which makes it difficult to estimate 
water needs of plants and forecast water balance (Kuchar & Iwański 2011). The 
studies carried out so far have shown that fruit plants in Poland require annual 
precipitation of 700 to 800 mm (Słowik 1973) and even 800 to 900 mm 
(Hołubowicz et al.1993) for optimal growth and yielding.The average amount 
of precipitation over multiannual period is 602 mm, with deviations from the 
average of +/-30% in some years (Rzekanowski 2009). The vegetation period is 
prolonged, which has a positive effect on fruit farming, but is associated with 
a higher risk of water deficit for fruit trees. Water needs of fruit plants are very 
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high, especially at the time of growth and ripening of fruits. In Poland, irriga-
tion is not developed on a wider scale. The development of irrigation systems 
should primarily concern fruit plants and vegetables. This is linked to the need 
to increase the modernity and competitiveness of farms and the projected cli-
mate changes (Bac & Rojek 1979). Water needs of fruit plants are assessed as 
high (Słowik 1973, Drupka 1976, Hołubowicz et al.1993). The demand for wa-
ter increases as the period of growth and ripening of fruits is extended. On the 
other hand, water needs of fruit plants grow with the shallowing of the root 
system, which depends on the species and type of rootstock. Therefore, it is 
assumed that out of all fruit plants, berry plants have the greatest water needs, 
and among them blueberry, strawberry and wild strawberry, followed by rasp-
berry, currant and gooseberry (Rzekanowski, 2009). Moreover, the analysis of 
water needs of fruit plants indicates that fruit trees also have relatively high 
water needs (Drupka 1976). Among the trees, especially on dwarf and semi-
dwarf rootstock, apple and plum have high water needs; peach, cherry, pear and 
walnut have medium water needs;, and apricot and cherry trees have relatively 
low needs (Rzekanowski 2009). There is, therefore, a great need to adapt models 
to practice based on simple meteorological measurements such as air temperature 
and humidity. This condition is met by the following models: Grabarczyk, Rze-
kanowski and Treder and others (Treder et al. 2013). The use of models allowing 
the calculation of reference evapotranspiration to estimate water needs of not 
only fruit plants requires the determination of plant coefficients, depending on 
the plant species and development phase (Treder et al. 2013). There is no in-
formation in Polish scientific literature on the calculation of water needs of fruit 
plants. In this part of Poland, as opposed to countries located in warmer climate 
zones, plant irrigation is of an interventional nature. Its purpose is to supple-
ment periodic precipitation deficits in relation to the water demand of cultivated 
plants (Żarski et al. 2013). This applies especially to the lowland part of the 
country, defined as an area particularly scarce in water for agriculture (Ballif 
1995, Treder & Pacholak 2006). These areas include light and very light soils 
located in the lowland, central part of Poland, in the zone of in the summer half-
year precipitation(IV-IX) limited by the 350 mm isohyet. Rzekanowski (2009) 
believes that these areas show the greatest need for irrigation in Poland as they 
meet the climatic criterion of irrigation application. They cover the central low-
land part of Poland, defined by Romer as the Land of the Great Valleys. These 
areas are characterised by the lowest precipitation during the growing season, 
extremely unfavourable climatic water balances and an increased frequency of 
long-term rain-free periods. In Polish literature on estimating water needs of 
fruit trees, the amounts of precipitation necessary to obtain high yields are giv-
en, described as optimal precipitation according to Kemmer and Schulz (Słowik 
1973, Hołubowicz et al.1993, Święcicki 1981) and Press (Rzekanowski 2009, 
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Łabędzki 2009, Rzekanowski et al 2011). Water needs of fruit trees according 
to Drupka (Rzekanowski et al 2011, Drupka 1986) were defined as water con-
sumption from a controlled moisture layer. These formulas enable calculation of 
water needs of fruit trees in each month of the growing season (IV-IX) for two 
soil species: cohesive and sandy. In rain-free periods, these values represent 
a shortage of water needed to cover the potential evapotranspiration of fruit 
trees. Water needs of fruit trees according to the Treder model are estimated in 
three stages: estimation of Reference Evapotranspiration (ETo), estimation of 
evapotranspiration of a specific species (ETr) and estimation of the evapotran-
spiration of a specific planting taking into account the size of trees (ETr). The 
formula for reference evapotranspiration given by Treder, using the coefficient 
α and plant coefficients k adapted to this equation, makes it possible to deter-
mine the evapotranspiration of plums, pears, apple trees and cherries during the 
period IV-X. The formulas for reference evapotranspiration according to Har-
greaves modified by Droogers and Allen and Hargreaves modified by Bogawski 
and Bednorz, as well as the Blaney-Criddle formula modified by Żakowicz 
(Treder et al 2010, Dzieżyc 1988, Bogawski & Bednorz 2014), using plant coef-
ficients k according to Doorenbos and Pruitt, allow for determination evapo-
transpiration of: peach, cherry, pear, apple, apricot, plum and cherry in the peri-
od IV-X and evapotranspiration of vines in the period V-X. The comparison of 
thermal and rainfall conditions of a given region of Poland with water needs 
determined by the developed formulas may be helpful in the estimation of rain-
fall deficits for fruit trees in relation to such needs. The presented methods may 
also be helpful in the estimation of orchard irrigation needs and in making deci-
sions on the location of irrigation equipment and possible use of irrigation in 
orchards and vineyards in Central Poland. The aim of the study was to predict 
water needs of fruit plants typical for Central Poland: apple trees, pear trees, 
cherry trees and plum trees. 

2. Materials and methods 
This fact prompted the author of this paper to undertake a comprehensive estima-
tion of water needs of four species of fruit trees (apple, pear, cherry and plum) in 
the first five years after planting, based on field water consumption and models 
for which plant coefficients were determined. On their basis the potential evapo-
transpiration during the vegetation period was calculated. The obtained results can 
be used to calculate the water needs of these species of fruit trees in the conditions 
of central Poland, in an area particularly scarce in water. Based on Press, Rze-
kanowski and Grabarczyk and Treder methods, rainfall deficits were calculated as 
water needs of four selected fruit plants (apple, pear, cherry and plum). The calcu-
lations used meteorological data (precipitation amount and average air tempera-
tures) from the IMGW stations in Toruń, Bydgoszcz and from the meteorological 
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stations of KWB "Konin" in Lubstów and Kleczew in the years 1989-2018. The 
objects of the research were typical orchard farms in Kujawy, in Topolinek, 
20 km from Bydgoszcz and eastern Wielkopolska (Gutowo near Września, Ko-
morowo near Kleczew). The facilities that are located in the area with the lowest 
precipitation in Poland were selected (Fig. 1). 
 

 
Fig. 1. Areas at risk of water deficit for agriculture, for municipal economy and industry 

 
The orchard farms of various areas ranging from 30 ha to 75 ha were 

located on luvisols of IVa valuation class, which are characteristic soils of this 
part of Poland. In this area, the climatic risk of fruit plant cultivation is particu-
larly high, which translates into the need for irrigation systems and, above all, 
precise determination of irrigation doses. On the basis of the daily and monthly 
air temperatures obtained, water needs for apples, pears, cherries and plums 
were read from a table prepared by Press for each month of the vegetation peri-
od. Next, the dependencies developed by Grabarczyk on potential evapotranspi-
ration of ETp and Rzekanowski on actual evapotranspiration of ETr were used. 
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In this method, the Grabarczyk formula was used to calculate the amount of 
potential evapotranspiration (Grabarczyk & Żarski 1992): 

ETp = 0.32 (Σd + 1/3 Σt) (1) 

where: 
ETp – potential evapotranspiration (mm), 
Σd – sum of average daily air humidity deficiency (hPa), 
Σt – sum of average daily air temperatures (t°C). 
 

The Press method was used to determine the water needs of fruit trees 
as optimal precipitation (Żakowicz 2010). For pear, apple and plum trees, the 
water requirements were calculated for the growing season (April-September) 
and for cherry trees for the period from April to August. According to Press 
(Ostromęcki 1973), three variants of water requirements are possible in each 
month of the growing season, depending on the height of the average air tem-
perature. 

 
Table 1. Monthly values of the plant k coefficient of fruit plants (Treder et al 2010) 

 plant factor k apple pear cherry plum 
IV 0.28 0.50 0.45 0.45 0.45 
V 0.21 0.75 0.75 0.75 0.75 
VI 0.19 1.10 1.05 1.00 1.10 
VII 0.18 1.20 1.15 1.10 1.20 
VIII 0.17 1.20 1.15 1.10 1.15 
IX 0.16 1.15 1.10 0.90 1.15 

 
When the temperature rises by 2°C, the amount of precipitation or arti-

ficial rainfall in the form of irrigation should be higher by 5 to 10 mm to pro-
vide the plants with the sufficient amount of water The potential ETp evapo-
transpiration for all months of the growing season was calculated according to 
the formula. Then, for each fruit plant studied, the actual evapotranspiration was 
calculated by multiplying it by the plant coefficient k (Table 1) according to 
Rzekanowski's formula (Rzekanowski 2009): ETr = k × ETp, (2), where: ETr – 
actual evapotranspiration (mm), k – plant coefficient depending on the devel-
opment phase and the condition and type of vegetation (Table 1), ETp – poten-
tial evapotranspiration (mm). Using the Rzekanowski formula (Rzekanowski 
2009), the values of actual evapotranspiration and the amount of precipitation, 
precipitation deficits were calculated: N = ETp – P, (3), where: N – precipita-
tion deficit in the absence of water reserves in the soil (mm), ETp – potential 
evapotranspiration (mm), P – precipitation during the growing season (mm). 



Assessment of the Water Needs of Fruit Plants… 439
 

3. Results and discussion 
Potential evapotranspiration ETp was calculated using the following meteoro-
logical data: sum of daily average air temperatures and sum of daily average air 
humidity deficits. In order to determine the average monthly air humidity defi-
ciency, the difference between saturated steam pressure value (from the table) 
and average monthly water vapour pressure value was calculated. Next, the 
actual evapotranspiration ETr for apple, pear, cherry and plum trees was deter-
mined by multiplying the value of potential evapotranspiration ETp obtained 
from Grabarczyk's formula by the plant factor. The third method of determining 
the water needs of fruit plants was the Treder's method (Drupka 1986). The 
value of index evapotranspiration (ET0) of each plant for each month obtained 
using the method of Grabarczyk was multiplied by the plant factor k, obtaining 
the actual evapotranspiration value (ETr). Water needs of the analysed fruit 
plants according to the Treder's model were calculated using the Web-based De-
cision Support System (Treder et al. 2010, www.nawa-dnianie.inhort.pl/eto/26-
eto-temp). The results were developed through the statistical determination of the 
following values: mean, median, maximum and minimum, standard deviation and 
coefficient of variation. An attempt was also made to determine possible tenden-
cies (trends) towards changes in the examined index of water needs of fruit 
plants in the Kujawy and eastern Wielkopolska regions. The methodology pro-
posed by Rolbiecki was used here (Rolbiecki 2018). In the analysed period, no 
tendencies towards changes in precipitation levels were observed. For the ana-
lysed period of thirty years (1989-2018), the average amount of precipitation for 
the period between April and September was 343 mm. The lowest amount of 
precipitation occurred in 1989 (145 mm) and was by 198 mm lower than the 
long-term average, and the highest amount of precipitation was observed in 
2010 (565 mm) and was by 222 mm higher than the average. In the analysed 
period of years, the amount of precipitation satisfied the water needs of apple 
trees only in 3 vegetation periods. In 2001, the precipitation was higher than the 
water needs of apple trees (by 79 mm), in 2010 (by 55 mm) and in 2017 by 
29 mm. The water needs of apple trees calculated using the Press method 
ranged from 435 mm in the 1991 vegetation period to 560 mm in the 2002 
vegetation period. The water needs of pear trees were lower than those of apple 
trees. In the evaluated period of thirty years, the amounts of precipitation were 
greater than the water needs of pear trees thirteen times. On the other hand, only 
in seven vegetation periods the amounts of precipitation met the water needs of 
pear trees: in 1993 (49 mm), in 2000 (11 mm), in 2001 (154 mm), in 2007 
(12 mm), in 2010 (150 mm), in 2013 (32 mm), and in 2017 (124 mm). For cher-
ries, the growing season is by one month shorter (IV-VIII), compared to apple, 
pear and plum trees, which results in a lower water requirement. In the analysed 
period, the lowest demand for water occurred in 1991 (315 mm) and the highest 
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in 2002 (400 mm). The highest water deficit for cherry orchards was found in 
1989 (185 mm). Higher amounts of precipitation in relation to the demand for 
water of cherry trees occurred in 2010. (by 200 mm). In fourteen growing sea-
sons from 1989 to 2018, the amount of precipitation was higher than the water 
demand of the cherry trees. The highest water demand of plum tree occurred in 
2002 (580 mm) and the lowest in 1991 (455 mm). The amount of precipitation 
in the analysed growing seasons was higher than the water needs of plums in: 
2001 (by 59 mm), in 2010 (by 30 mm), and in 2017 (14 mm). The differences 
between the amount of precipitation during the growing seasons and the water 
demand of fruit trees over the long-term period (1989-2018) show that plum 
tree is the most demanding in terms of water demand among all fruit plants 
(from 455 mm in 1991 to 580 mm in 2002). Whereas the smallest water needs 
according to the Press method were observed in cherry tree (from 315 mm in 
1991 to 400 mm in 2002). The greatest water shortages occurred in the periods 
from April to September 1989 and amounted to: 315 mm for apple trees, 
240 mm for pear trees, 185 mm for cherry trees and 345 mm for plum trees. 
Water needs calculated with the use of the method of Rzekanowski and Grabar-
czyk in the growing periods from 1989 to 2018 were from 471 mm to 729 mm 
for apple trees, from 451 mm to 700 mm for pear trees, from 427 mm to 
660 mm for cherry trees, and from 462 mm to 718 mm for plum trees. In 2001 
and 2010, the water needs of fruit plants were met by precipitation (Fig. 2). For 
apple, pear, cherry and plum trees, the lowest water demand was in April 1997 
and it amounted to 23 mm for apple trees, and 21 mm for pear, cherry and plum 
trees. The highest water needs were observed in July 2006: for apple and plum 
trees they amounted to about 174 mm, for pear trees 167 mm and cherry trees 
160 mm (Table 2). The lowest water needs in the growing seasons 1989-2018 in 
relation to precipitation were observed in 1990 and the highest in 2002. The 
water demand of apple trees ranged from 498 mm to 643 mm, of pear trees from 
476 mm to 618 mm, cherry trees from 450 mm to 585 mm, and of plum trees 
from 489 mm to 632 mm. The calculations carried out using the Treder's meth-
od showed a clear shortage of precipitation in the analysed period. The water 
needs of apple trees calculated using the method of Press ranged from 435 mm 
(in 1991) to 560 mm (in 2002), method of Rzekanowski and Grabarczyk – from 
471 mm (in 1996) to 729 mm (in 2018), and the method of Treder from 498 mm 
(in 1990) to 643 mm (in 2002). 
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Fig. 2. Water needs of apple, pear, cherry and plum trees determined by the 
Rzekanowski and Grabarczyk method plotted against the background of atmospheric 
precipitation during the growing season (1989-2018) (own elaboration) 
 
Table 2. Minimum and maximum values of the water needs of fruit plants in 1989-2018 
determined by means of the Treder's method (own elaboration) 

 

apple pear cherry Plum 
min max min max min maxi min max 

IV 23 55 21 50 21 50 21 50 
V 49 92 49 92 49 92 49 92 
VI 94 131 90 125 86 119 94 131 
VII 107 174 103 167 98 160 107 174 
VIII 105 160 101 153 96 147 101 153 
IX 59 102 56 97 46 79 59 102 

 
Average water requirements of apple trees for the studied long-term pe-

riod were 485 mm, 599 mm and 558 mm respectively. The obtained results are 
consistent with the calculated water needs of fruit trees according to Drupka 
(1986). The water needs of pear trees according to the method of Press ranged 
from 356 mm (1990) to 455 mm (2002). According to the method of Rze-
kanowski and Grabarczyk they ranged from 451 mm (1996) to 700 mm (2018) 
and to the method of Treder from 476 mm (1990) to 618 mm (2002). Average 
water requirements of pear trees for the methods were respectively: 399 mm, 
(Press), 575 mm (Rzekanowski & Grabarczyk) and for the method of Treder 
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534 mm (Fig. 3). The results obtained are consistent with the water needs of fruit 
trees determined by means of the Kemmer and Schulz method (500-710 mm) 
(Rolbiecki 2018). 
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Fig. 3. Apple water needs calculated by three methods in the growing seasons  
(1989-2018) (own elaboration) 

 
For comparison, the average annual (I-XII) water needs of cherry trees 

in the medium soil in the Bydgoszcz region determined by means of the method 
of Kemmer and Schulz for the period 1981-2015 constituted 532 mm (Kielak 
1986). In turn, the annual water requirements for cherry trees determined by 
Rzekanowski (1989) for the north-western Kujawy region in the period 1981-
1985 ranged from 473 mm to 539 mm (495 mm on average). During the forty-
year period (1976-2015) analysed by Rolbiecki (2018), the water needs of cher-
ry trees during the growing season in medium soils (IV-VIII) were 316 mm in 
the Bydgoszcz region and 326 mm in the Wrocław region. The average water 
needs of cherry trees were 379 mm in the Bydgoszcz area and 391 mm in the 
Wrocław area, while their maximum values reached 424 mm and 432 mm re-
spectively. Thus, the average precipitation deficits in light soils were 115 mm 
(maximum 160 mm) in the Bydgoszcz area and 72 mm (maximum 113 mm) in 
the Wrocław area. According to Rzekanowski (2009), the highest water deficits 

Year of the growing seasons 
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occur in the case of fruit plants in the central strip of Poland (the Land of Great 
Valleys) and for sour and sweet cherry trees (in medium soils) they are from 20 
to 42 mm. In order to obtain positive production effects in cherry growing in 
this area, sprinkling (Treder et al 2018), drip irrigation (Rojek 2006, Rolbiecki 
& Piszczek 2016a, 2016b) and sub-irrigation (Rolbiecki & Piszczek 2016c) 
should be performed. The water needs of plum trees varied: for the Press meth-
od from 455 mm (in 1991) to 580 mm (in 2002), for the Rzekanowski and 
Grabarczyk method from 462 mm (in 1996) to 718 mm (in 2018), and for the 
Treder method from 489 mm (in 1990) to 632 mm (in 2002). The average annu-
al water needs of plum trees calculated by the Press method were as follows: 
506 mm, 590 mm using Rzekanowski and Grabarczyk's method and 548 mm 
using Treder's method. The analyses conducted show that between 1989 and 
2018, the water needs of fruit plants increased by 4.1 mm in each decade. (ap-
ple), 3.3mm (pear) and from 3.5 mm to 3.9 mm (cherry and plum) in each dec-
ade. As a result of similar analyses carried out by Rolbiecki (2018) over the 
years 1976-2015, the water needs of cherry trees in each decade increased by 
3,9 mm on heavy soils, 4.9 mm on medium soils and 5.9 mm on light soils in 
the Bydgoszcz region and 8.6 mm on heavy soils, 10.7 mm on medium soils 
and 12.8 mm on light soils in the Wrocław region. 

4. Conclusions 
A detailed analysis of the results obtained allows us to conclude that in the me-
teorological conditions prevailing in this part of Poland, the amount of precipi-
tation during the vegetation period in the last thirty years did not meet the water 
needs of the fruit plants analysed. Therefore, an urgent need arose to forecast 
and estimate the amount of water to be supplied to them by irrigation in order to 
cover their water needs. Apple trees and plum trees had the greatest water needs 
throughout these years (1989-2018). The detailed analysis of water needs 
showed that the average water needs of apple trees over the years amounted to 
485 mm (Press method), 599 mm (Rzekanowski & Grabarczyk) and 558 mm 
(Treder), respectively. The average amount of water needs of plum trees was 
506 mm (according to Press), 590 mm (Rzekanowski & Grabarczyk) and 548 mm 
(Treder). The obtained results confirmed the observations of other authors 
(Rolbiecki 2018, Treder et al 2018, Bąk Łabędzki 2014a) that cherry trees had 
the lowest water needs. The average water needs varied from 347 mm (Press 
method), 542 mm (Rzekanowski & Grabarczyk) and 505 mm (Treder). In prac-
tice, each of the methods presented should be used to forecast the water needs 
of fruit plants. Their use should minimise the risk of water shortages and, above 
all, enable a more precise determination of the irrigation doses. They can be 
particularly helpful in assessing the irrigation needs of orchards, plantations, 
and vineyards in Central Poland, equipment in this area of the country. Espe-
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cially since, according to Rzekanowski et al. (2011), by 2025, irrigation should 
cover an area of approx. 1 million ha in Poland and should be located mainly on 
light soils of the Land of the Great Valleys. 
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Abstract: In this work, for use as a unified tool within the framework of ISO 
50001, a methodology for rating assessment of the processing of emissions with 
global pollutants is proposed, which was developed by the authors and 
recommended for use by state documents of the Republic of Tatarstan, Russia. It 
is distinguished by the absence of not transparences elements. As the initial data, 
the actual background concentrations (according to WMO data), the annual 
ceiling of greenhouse gas emissions and the maximum permissible emissions of 
toxic compounds, information on the characteristics of emission sources are taken 
for the enterprise, and as operational constants, the global warming potentials of 
greenhouse gases (GWP100) and officially approved values of maximum 
permissible concentrations of toxic compounds (MPC). The method is based on 
the equation (presented here at annotation in a simplified form), which gives 
a numerical indicator (rating) R of the efficiency of a production facility in terms 
of hazardous emissions into the atmosphere, taking into account greenhouse gases 
and energy costs arising from their removal. Currently, the technique is adapted to 
the energy sector; for wider adaptation to various industries, a low-carbon rating 
program has been drawn up for boiler houses, thermal power plants and industrial 
enterprises. It also meets the needs of understanding and predicting possible 
deviations of emission parameters from the standardized indicators. Therefore, it 
can serve as a tool within the framework of ISO 50001, providing objective 
control over the choice of means to ensure compliance with the requirements for 
harmful components emissions including greenhouse gases in the design and 
modernization of production facilities. The developed program is embedded for 
Russian enterprises in the shell of the ‘1C: Enterprise’ platform – a software 
product for automating accounting and management at enterprises. The program 
can also be used in the software shell of the automated accounting of the activities 
of a particular organization in a one or the other country. 
Keywords: global pollutants, emission sources, greenhouse gas, low-carbon 
achieve quantifying, energy efficiency, energy and industry 
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1. Introduction 
In the present world, the overwhelming majority of countries are members of 
international organizations of the planet, solving the problem achieving of the 
low-carbon and energy efficiency production and consumption. Among them, 
a number of international organizations consider low-carbon as the most signifi-
cant characteristic of a country, region, enterprise, and its achievement as the 
most significant goal. These are, for example, the obligations of the countries 
belonging to the "Group of 20" (G20), which are consumers of 80% of the 
world's energy resources. And the WTO member countries (162 countries plus 
the EU) are obliged to create conditions for fair competition, including energy 
saving. Finally, the States Parties to the Framework Convention on Climate 
Change (FCCC) at the UN (195 countries of the world plus the EU), at the 2015 
Paris Conference, made a direct commitment to achieve real low-carbon pro-
duction by 2030. 

It can be seen that practically the entire global community is covered by 
the commitment to achieving low-carbon. At the same time, there are no gener-
ally accepted methods of assessing the achievement of low-carbon content in 
the world. Consequently, there are no ways to control and self-control the ful-
fillment of obligations. They did not appear during the time that has passed 
since the adoption of the Paris Agreement, which was characterized by the ab-
sence of specific methods and tools for implementing decisions. 

The problem of the lack of criteria for a transparent quantitative as-
sessment of the achievement of low-carbon leads to biased decisions on a glob-
al, national and local scale, from which it is necessary to have, at least, methods 
and tools of protection. This applies to all areas of generation and consumption 
of energy resources based on both fossil fuels and renewable sources. The 
above commitments of the G20 member countries cover the sectors of activity 
formed and substantiated at the 2014 Brisbane summit (Communiqué 2014), 
which prescribe: progress towards real low-carbon industrial production with 
the intensification of the implementation of an energy efficiency management 
system in industry; development of low-carbon power generation; improving 
the energy efficiency of buildings; reduction of emissions from transport and 
agricultural production. 

Let us now turn to the document of our day – "U.S.-China Joint State-
ment Addressing the Climate Crisis" (U.S.-China 2021), the following areas of 
joint activity are highlighted:  
a. Policies, measures, and technologies to decarbonize industry and power, in-

cluding through circular economy, energy storage and grid reliability, CCUS, 
and green hydrogen;  

b. Increased deployment of renewable energy;  
c. Green and climate resilient agriculture;  
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d. Energy efficient buildings;  
e. Green, low-carbon transportation; 
g. Cooperation on addressing emissions from international civil aviation and 

maritime activities... 
 
It can be seen that the two countries with the largest greenhouse gas 

emissions have exactly the same problems as 7 years ago before the Paris 
Agreement. The same applies to all other countries belonging to various world 
institutions aimed at achieving low-carbon and energy efficiency (Rubino M, 
Etheridge DM, et al. 2019, WMO Greenhouse Gas Bulletin 2019). In recent 
decades, only an increase in CO2 emissions can be observed for all countries 
(see data on emissions by countries of the world from 1990 to 2018 by IEA  
– International Energy Agency CO2 data, https://www.iea.org/). 

Increasing energy efficiency in the buildings sector continues to be 
a one of main viable way to achieve reductions in carbon dioxide emissions. 
This is due to the fact that at present about a third of the energy generated in the 
world is spent on the energy supply of buildings and structures, which it is gen-
erated by more than three quarters by burning fossil fuel. However, on this path, 
the possibilities of traditional methods are close to exhaustion, and break-
through technologies are required, and they can be found even in thermal insu-
lation structures. At the same time, it should be borne in mind that new solu-
tions must be checked, whether their production and / or application will lead to 
a greater release of greenhouse gases into the atmosphere than, for example, the 
generation of energy to replenish heat losses using just good thermal insulation. 
To do this, we must have reliable control tools - numerical criteria that would 
make it possible to transparently and correctly compare new technologies, for 
example, in this case – conventional and thermal insulation with "zero" heat 
loss. Today, advanced technologies that can provide a significant increase in the 
energy efficiency of buildings and structures, in addition to thermal insulation 
materials with nanoelements that provide "zero" thermal conductivity, include, 
for example: equipping buildings with energy storage devices based on high-
temperature superconductivity (HTSC) for efficient power supply from solar 
and wind generators to the electrical network of a building with lighting and 
household electrical appliances, air conditioners, electric heaters and kitchen 
equipment; a radical reduction in the resistance of ventilation and air condition-
ing networks in buildings by means of computer profiling of shaped elements; 
energy efficient use of geothermal heat pumps in high latitudes. 

In view of the difficult (even “crisis”, according to the joint statement of 
the United States and China) state of the planet, at this stage only those that re-
duce the release of greenhouse gases into the atmosphere should be selected 
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from breakthrough technologies. This can be done if there is, first of all, 
a transparent and reliable selection tool – a numerical efficiency criterion for 
greenhouse gases, which would exclude any subjectivity in the technology se-
lection process. In the transport sector, there are general prerequisites for creat-
ing such an instrument. The transport sector is both the largest consumer of en-
ergy and a source of emissions. According to 2014 IEA estimates, It accounted 
for about 20% of global energy consumption and about 15% of carbon emis-
sions. Transport energy consumption could rise to 35% by 2050 if the global 
energy efficiency policy is not accelerated. The IEA proposes to focus primarily 
on heavy transport, as its impact on the environment is disproportionately high. 
It was assumed that the countries of the world would jointly develop techniques 
for effective control of fuel consumption and the impact of heavy vehicles on 
the environment and climate with the introduction of common approaches and 
coordination of national standards. Approaches were considered to reduce the 
impact of heavy vehicles by improving engine efficiency and performance, im-
proving aerodynamics and tires, and increasing the use of biofuels and low-
carbon fuels. However, now the transition to electric transport is becoming 
more and more urgent, since the generation of electricity by stationary genera-
tors has a higher fuel utilization factor than ICE. And technologies based on 
HTSC become breakthrough here, both for the accumulation of electricity and 
for replacing wheeled vehicles with the MAGLEV technology. To select from 
seeming successful projects, criteria for a transparent quantification of low-
carbon achievement are also required. 

To reduce greenhouse gas emissions in the sector of industrial and ag-
ricultural production, the world community needs to ensure a significant in-
crease in the energy efficiency of production processes. The strategy is con-
sidered not only environmentally necessary, but also economically justified: 
the starting point is that production processes are accompanied by significant 
energy consumption. 

The basis for effective cooperation is considered the agreement of the 
participating countries G20 in the direction of intensification of the activities of 
the IPEEC Working Group on Industrial Energy Management of the Global 
Sustainable Electricity Partnership (GSEP). Also, great hopes are pinned on the 
wider implementation of an energy management system based on the ISO 
50001: 2011 protocol, which takes into account the diversity of industrial and 
technological systems in the G20 countries and is easily adaptable to the needs 
of any the above-identified sectors. 

The protocol is acceptable for the development and implementation of 
the energy policy of any industrial enterprise in industry and agriculture, regard-
less of legal relations, size, climate, etc. It is an algorithm for organizing a sys-
tematic approach, first to achieving energy efficiency, and then to a constant 
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decrease in energy consumption, with a corresponding reducing greenhouse gas 
emissions. The algorithm operates according to the principle: planning – execut-
ing – checking – adjusting – achieving – subsequent planning, and the ISO 
50001 standard does not indicate any quantitative estimates. Each company 
chooses the ways to achieve the goal itself. At the same time, it requires the en-
terprise to demonstrate improvement in its energy efficiency indicators within 
the limits of the energy efficiency requirements in accordance with the energy 
policy of the enterprise itself. The standard specifically stipulates that it does 
not predetermine the description of special criteria for the level of energy effi-
ciency, which makes it universally. However,  this advantage of the protocol 
does not make it possible to use the achievements of the indicators as numerical 
criteria that would allow transparently and correctly adjusting such local actions 
as reducing greenhouse gas emissions and other hazardous emissions, within the 
framework of a regional, national and global scale. Indeed, the ISO 50001 
standard can be met by businesses that produce the same products, but with dif-
ferent energy efficiency levels. 

Meanwhile, the structure of the standard makes it possible to include in 
the agenda the adjustment of any variables and measured values, leading to an 
increase in the level of energy efficiency of the enterprise, from design and pro-
curement of equipment to methods of documentation and reporting or for at-
tracting specialized personnel, etc. Consequently, the achievement of indicators 
by enterprises according to the ISO 50001 protocol can and should be used on 
a national and global scale. For this their values must be further presented in 
form able to compare enterprises of the one industry, then – to compare indus-
tries on a regional scale, regions – nationally and countries – in globally. 

2. Materials and methods 
The tools for comparing enterprises, industries, regions, countries in terms of 
achieving low-carbon emissions should be ratings for reducing greenhouse gas 
emissions, which should be based on transparent adequate numerical criteria, 
which were mentioned earlier. This will ensure screening and timely adjustment 
of the movement towards reducing energy consumption and greenhouse gas 
emissions at the local, regional, national and global levels. 

There are now many online carbon footprint calculators for businesses 
around the world. Further briefly consider some of them as typical low-carbon 
numerical identification tools. Let us the possibilities of using them as an addi-
tional tool for comparing the low-carbon ratings after establishing the level of 
achievement enterprises of energy efficiency indicators within the framework of 
the ISO 50001 protocol. 
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The calculator of carbon dioxide (CO2) emissions, offered by one of the 
largest operating associations of energy auditors in Russia1 is based on the con-
version ratios provided in the guidelines environmental reporting by the gov-
ernment department UK for Environment, Food and Rural Affairs (Defra),  
designed for various organizations and households. The calculator gives the to-
tal CO2 emissions from the organization's fuel and electricity consumption and 
from transportation by road, train, bus and airplane. Arbitrariness in the selec-
tion of conversion factors for the conversion of consumed electricity into carbon 
dioxide equivalent is not excluded, which can, due to the large, as a rule, con-
sumption of electricity by enterprises, give a large error in the final value of 
emissions, and make it difficult to compare the results of reducing energy con-
sumption and CO2 emissions from different enterprises. 

The possibility of using the online tool of the COMBI project (“Calcu-
lation and Implementation of the Multiple Benefits of Energy Efficiency in Eu-
rope”) presented by the EU in 2018 also deserves close scrutiny. Achieving en-
ergy efficiency, in line with the Paris Agreement, has been identified as the key 
among the possible ways to reduce greenhouse gas emissions and address cli-
mate change. Also energy saving, in addition to directly reducing energy costs, 
improves air quality and the ecosystem as a whole, public health. The last with 
in terms of financial costs brings save another 30%, according to the Wuppertal 
Institute (Multiple Impacts 2020). The online tool COMBI allows to recalculate 
energy savings into reimbursement of investment costs and the amount of prof-
it, according to the development models of all EU countries until 2030. To 
quantify the multiple impacts of the potential for additional energy savings on 
the economy of a country or region, the COMBI online tool uses detailed data 
on energy savings and investment costs of a large number of energy-related 
manufacturing items. Some of them could be used to create a methodology for 
determining the ratings of low-carbon regions and countries of the EU. 

In the Republic of Tatarstan, Russia, more than 10 years ago, on the ba-
sis of recommendations contained in state documents on the state of natural re-
sources2 and the sanitary and epidemiological situation3 a method was devel-
oped for direct quantitative assessments of low-carbon enterprises (Ziganshin 
2019). It was used in the design of heat supply for a number of non-energy fa-
cilities. Currently, the technique has been adapted to power generation facilities. 
The method is fully prepared for use as an additional tool to the ISO 50001 pro-

 
1 Non-profit Partnership "Interregional Alliance of Energy Auditors" https://sro150.ru/ 
2 State report of the Ministry of Economic Development of the Republic of Tatarstan 
"On the state of natural resources and on environmental protection of the Republic of 
Tatarstan in 2007". 
3 State report of Rospotrebnadzor in the Republic of Tatarstan "On the sanitary and epi-
demiological situation in the Republic of Tatarstan in 2007". 
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tocol to quantitative assesment of the low-carbon achievment and to compare of 
enterprises industrial, generating and the construction sector. 

So, the analysis of the methods shows next. The simple and transparent 
methods can give a significant error due to taking into account a small number 
of factors, and the inaccuracy of the results of complicated methods that take 
into account many factors is due to the impossibility of their correct inclusion 
due to the need to supplement with forecast data, but forecasts are often not jus-
tified. At the same time, our proposed methodology use just real data can give 
transparent and reliable results on low-carbon and toxic emissions of enterpris-
es, but so far it has not been tested at the global, national and/or regional levels. 

3. Results and discussion 
Thus, today it is impossible to find ready-made and tested methods of quantita-
tive assessment of the approach of energy and industrial production in the world 
to low-carbon content. It seems reasonable enough to use the proposed at this 
work methodology with its testing in the pilot region, necessary adjustments 
and further dissemination of experience. Let us dwell in more detail on the dis-
cussion of the design equations and properties of the proposed method for quan-
titative assessments of low-carbon energy and industry. 

The methodology is based on equations (1, 2), which give weighted av-
erage numerical indicators R, ηCOMP of the efficiency of generating enterprises 
for the emission of toxic ingredients and greenhouse gases, and taking into ac-
count the energy costs that may arise during CCS. 
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In equations (1, 2): 
W, m3/s – emission intensity, 
0, s – time scale, s, 
1, 1= 1/0 – time, s, and dimensionless time parameter, of filling the control 
volume of the expert assessment V, m3 with greenhouse gases, 
2 = V/Wa, 2= V/( τ0 Wa) – time, s, and dimensionless time parameter, of filling 
the control volume of the expert assessment V, m3 by the emission, 
Cib, CiAAU, BCi, GWPi100 – the initial and maximum permissible in terms of car-
bon credits, and the background concentration, mg/m3, and the global warming 
potential of the i-th type of emitted greenhouse gases, 
MAAU, t CO2-eq/year – permissible mass emission of greenhouse gases equal in 
value to the AAU (Assigned Amount Unit) carbon credits, 
Cjb mg/m3, Cje mg/m3, MPCj, mg/m3 – initial, final and maximum permissible 
concentration of the j-th type of toxic substances in emissions, 
ρ, ρe – density of combustion products at the outlet from the pipe, kg/m3, calcu-
lated (at a calculated temperature ta) and benchmarking (at the temperature  
te = 150°C), 
ρar – density of atmospheric air, kg/m3, 
wr

e, ur
m – dimensionless velocities of the jet and wind at the cross section of the 

pipe mouth with height H, m, and diameter D, m, 
Cu – capacity utilization. 

 
The values of wr

e, ur
m are obtained by scaling the real velocity of the jet 

exit from the pipe we, calculated at the reference temperature te = 150°C, and the 
velocity of the wind um, according to the minimum admissible (for reasons of 
stability of the result of a numerical experiment) jet exit velocity w = 1 m/s and 
calm speed ucalm = 1 m/s. Formula (2) is valid under the following restrictions 
on the speed of the jet and the wind speed: w0 ≥ 1 m/s; 1 m/s < um < 7 m/s; 
um/w0 < 3. 

The estimated parameter EER was obtained from a comparison of ener-
gy costs for removing from emissions and from a reference gas mixture of CO2 
and H2O with a decrease in their concentrations to the actual background con-
tent in an unpolluted atmosphere. An analysis of the energy consumption of 
possible methods for removing CO2 and H2O showed that it is convenient to 
take condensation at atmospheric pressure as a calculation method. The energy 
consumption 

2 2H O CO
dn dn
a aE E for removing the heat of condensation of CO2 

and H2O from emissions is divided to the total energy consumption Ea for cool-
ing the emissions, taking into account the condensation of the CO2 and H2O 
contained in them: 
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2 21
1,1

dn dn
aH O aCO

a

E E
EER

E


   (3) 

Ultimately, the EER parameter characterizes the efficiency of systems 
in terms of the type of fuel used and the method of its combustion, regardless of 
the performance of the systems. For facilities that use hydrocarbon gases and do 
not use any technologies that lead to a change in CO2 and / or H2O emissions 
(for example, steam injection into the furnace to suppress NOx, etc.), the value 
of the parameter changes insignificantly and is usually within the range 
0.55...0.60. The EER value will change significantly during the combustion of 
artifical gases and/or hydrogen fuel. 

Dimensionless numerical indicators R and ηCOMP allow you to numeri-
cally compare production facilities for the emission of toxic pollutants and 
greenhouse gases. The complex indicator of the efficiency of energy generation 
and cleaning of emissions ηCOMP in the presence of greenhouse gases in them is 
the product of: 

ηCOMP = EER × Τ1 = EER × (Τ1/Τ2) × Τ2 (4) 

The EER factor determined by (3) takes into account the energy costs 
for a hypothetical return of the atmosphere quality in order to avoid possible 
climate changes on a global scale. This condition is realized through the energy-
ecological rating coefficient of perfection of the EER systems, which represents 
the efficiency of the systems under consideration in the form of a dimensionless 
energy consumption for the restoration of the quality of the environment. 

The next factor (Τ1/Τ2), nominally represents the ratio of dimensionless 
times of filling the control volume of the expert assessment V, m3 with polluting 
components Τ1 and emission Τ2. In essence, this is a weighted average ceiling 
norm (the maximum acceptable in terms of the requirements for limiting green-
house gas emissions and the maximum permissible according to the hygienic 
standards of harmful effects): 
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 (5) 

In the first term of expression (5), as the final concentration of the green-
house pollutant, the maximum acceptable carbon allowances concentrations 
CiAAU, mg/m3, of greenhouse gases emitted are used, normalized using the global 
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warming potentials GWPi100 to the equivalent CO2 emission, mg CO2-eq/m3, 

in form  100
1

m
iAAU i

i
C GWP


 . 

The CiAAU value is determined by MAAU, t CO2-eq/year. This is the emis-
sion ceiling (permissible mass emission) of greenhouse gases equal in value to 
the AAU (Assigned Amount Unit) carbon quota. The corresponding maximum 
permissible carbon emissions concentration of CiAAU GWPi100, mg CO2-eq/m3, 
can be approximated through the second emission consumption W of the source 
as 101.5 MAAU/W. In the future, instead of MAAU, it is necessary use the current 
limits on the greenhouse gases, which, apparently, will be adopted soon. 

In any case, greenhouse gas control measures are intended to ensure that 
the existing background concentration BC is not exceeded by a certain amount. 
Therefore, to characterize the change in the quality of the atmosphere due to the 
emission of a greenhouse pollutant, as the concentration scale is take the sum of 
the background concentrations of the emitted gases BCi, which, in terms of 

mg CO2-eq, has the form  100
1

m
i i

i
BC GWP


 . An analogue of the maximum 

permissible emission of MPE, here is the intensity of greenhouse gas emissions, 
which corresponds to the value of a carbon quota of the type AAU 

 100
1

n
iAAU i

i
W C GWP


 . Taking this into account, the time 1 for filling the 

control volume of the expert assessment V with greenhouse gases from zero to 
their background concentrations (in terms of mg CO2-eq) will be: 

1 100 100
1 1

n n
i i iAAU i

i i
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   
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and at dimensionless form: 

1 100 0 100
1 1

n n
i i iAAU i

i i
V BC GWP W C GWP
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   
       
   
   
  . (6a) 

In expressions (6, 6a), the value of the control volume of the air space 
around the emission source V, m3, for expert assessment of the intensity of at-
mospheric pollution, is determined by the formula: 
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   
 
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               
. (7) 

Formula (7) was obtained on the basis of numerical experiments by the 
author of this article (Ziganshin & Sivkov 2016). It is a refinement to a formula 
similar in structure (Berlyand & Genikhovich 1971, Berlyand & Kiselev 1972), 
which was the basis for the first Russian normative method for dispersing pollu-
tants OND-86, on the basis of which programs of the type UPRZA "Ecolog" 
and its modern improved version of the UPRZA "Eco Center" were further de-
veloped. The main refinement according to formula (7) consists in determining 
the effective emission height, taking into account the height of the emission 
plume rise above the source, which makes it possible to more accurately reflect 
the differences in emission sources along the height, the diameter of the mouth 
the pipe and by the rate of release into the atmosphere. 

The proposed technique is relatively simple and fairly transparent. Cal-
culations performed for generating enterprises (without of nuclear and hydro-
power) show the possibility of easy adaptation of the methodology to local con-
ditions, for example, when working with underutilized capacities, when using 
hydrogen fuel and / or alternative energy sources. At present, a calculation pro-
gram has been drawn up according to the proposed methodology, which is em-
bedded in the software product for automating the activities of Russian enter-
prises "1C: Enterprise". Similar software are available at EU enterprises. 

4. Conclusion 
The versatility of the methodology proposed in this paper allows joint to ISO 
50001, complementing the local results of the enterprise with a universal rating 
on greenhouse gases, showing true achievements in the direction of low-carbon. 
According to the ratings of enterprises, the rating of the region is easily assem-
bled, and according to it – the national rating. The practice of collecting data 
according to this scheme has been tested around the world with ozone-depleting 
and greenhouse gases, and it works well. But today there are no methods with 
the ability to generalize results at all levels of activity – local (enterprise or re-
gion), national (state or region) and global. For example, for one of the most 
powerful COMBI systems, it is possible to obtain data only for regions and EU 
countries based on long-term forecasts for EU countries. Therefore, in the 
COMBI system, it is fundamentally impossible to work with enterprises, and, 
therefore, it is impossible to work with ISO 50001. The method proposed in this 
work provides transparent numerical criteria that allow you to correctly deter-
mine the low-carbon of the breakthrough technology and compare them with 
traditional ones, providing reliable tools for monitoring the achievement of low-
carbon by enterprises, regions and states. 
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Abstract: Increasing the level of thermal resistance of the building envelope in 
combination with the choice of heat source is an urgent task. It is important to take 
into account changes in the cost of energy over time. Thermal modernization, in its 
turn, allows to increase the level of thermal comfort, which is not taken into account 
and evaluated in practice, although the relevant standards for comfort conditions 
and categories of buildings to ensure comfort have been introduced in Ukraine. This 
paper analyzes the change in the level of comfort after thermal modernization, 
determines the category of the building to provide comfortable conditions, as well 
as identifies the change in the average radiation temperature of the fences, as one 
of the main factors of PMV change in these conditions.  
Keywords: energy need, PMV, mean radiant temperature, comfort temperature, 
thermomodernization 

1. Introduction 
Improvement of the energy efficiency in buildings is an important and complex 
public task. Particular attention should be paid to increasing the energy efficiency 
of public buildings, the level of thermal comfort, which is regulated by the rele-
vant requirements (Zare et al. 2018) and is widely covered in recent studies 
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(Deshko et al. 2020, Deshko et al. 2016, Hurnik et al. 2017, Dylewski et al. 2012). 
In addition, the human factor is taken into account by determining the level of 
use and the degree of occupancy of the building (Rodrigues et al. 2017), which 
creates the need to consider economic, environmental (Javid et al. 2019), energy 
and social factors in assessing and making decisions during thermal moderniza-
tion of the building. Starting from the end of 2020, all new buildings should be 
highly energy efficient after thermal modernization (Moran et al. 2020). Simi-
larly, this requirement is relevant for all public buildings from the end of 2018. 
In order to determine the energy performance requirements of buildings for 
nZEB, the EU countries had to use a cost-optimal methodological framework to 
assess cost-effective minimum energy consumption levels of building / building 
elements / building materials performance requirements (Moran et al. 2020).  

This methodological system estimates the total costs (or life cycle costs) 
of buildings / building elements / building materials and their corresponding im-
pact on primary operating energy needs for heating, cooling, ventilation, hot wa-
ter, and lighting systems. 

It is clear that thermal modernization can increase the energy perfor-
mance and energy efficiency of existing buildings and reduce their energy de-
mand. However, its effect on the level of thermal comfort has only recently been 
studied (Park et al. 2020). The application of modern economic approaches will 
reveal the economic potential of thermal modernization in the construction stock, 
and the use of modern models of thermal comfort will assess the impact and op-
portunities to increase the level of thermal comfort. Modern economic ap-
proaches have been developed to show the example of Sweden's economic po-
tential for thermal modernization in the housing stock using 3 main methods, 
namely: 1) full investment costs and energy savings (complete approach), 2) ap-
proach that takes into account the cost of improvements related to energy effi-
ciency and energy saving (respectively) and 3) an approach that corresponds to 
the approach of improvement, but additionally assigns a residual value to each 
building element (reduction approach) (Streicher et al. 2020). 

A building is a complex energy system. And the issues of energy con-
sumption are investigated starting from the heat source and ending with enclosing 
structures, however, the requirements for thermal comfort are set by a human, 
which is reflected in the following works (Dovjak et al. 2015, Deshko et al. 2020, 
Deshko et al. 2016). Thermal comfort models that are developed by Fanger 
(Fanger 1973) formed the basis of the ISO 7730 standard. They are based on 
energy balance for the human body. An exergetic approach is being developed 
not only to assess the destruction of exergy in enclosures (Choi et al. 2020), but 
also to determine the exergy spent on the mechanism of human thermoregulation 
(Dovjak et al. 2015, Prek & Butala 2017, Shukuya 2018, Deshko et al. 2019). 
The possibilities of adaptation of the human body to environmental conditions is 



460 Nadia Buyak et al. 
 

generalized by adaptive models and relevant studies that also reflect the im-
portance of environmental conditions (Dinesh et al. 2021, de Dear et al. 2020, 
Vellei et al. 2017, Rijal et al. 2020, Hellwig et al. 2019). The most recent studies 
(Sayadi 2020) that evaluated the thermal modernization of buildings show that it 
is necessary to take a comprehensive approach to the system as a whole to im-
prove the energy efficiency of the building. Given the growing demands for ther-
mal comfort, it is necessary to take into account both the social aspects (PMV and 
exergy consumption of human body) and the application of life cycle analysis of 
the building. The purpose of the study is to analyze the impact of thermal mod-
ernization on the level of human energy and exergy thermal comfort and eco-
nomic assessment of changes in the heat source in combination with fences. 

2. Materials and methods 
The choice of heat source in combination with fences is carried out using the 
method of cash flow, which allows to take into account the change in the cost of 
energy and money over time: 𝐵 = ∑ ஻ഓot(ଵାா)ഓ௡ఛୀ଴ + ∑ ஻ഓ೐೙(ଵା௟⋅ఛ)(ଵାா)ഓ௡ఛୀ଴ ) + 𝐼଴ + 𝐼iz + 𝐼ha (1) 

where: 𝐵ఛen – annual energy costs, UAH,  𝐵ఛot – other costs, UAH,  𝐼଴ – capital costs for the purchase of heat generating equipment, UAH, 𝐼iz – costs aimed at improving the thermal protection of the building, UAH, 𝐼ha – the cost of purchasing heating appliances, UAH, 𝑙 – coefficient that takes into account the increase in energy prices, 𝑛 – time for which the integrated discounted costs are determined, years, 𝐸 – discount rate, selected according to the level of inflation, type of financing, 𝐵 – net present value of costs. 
 
Function B is also called the integral value function of the system – it is 

the net present value of costs. This function allows you to take into account the 
change in the cost over time of energy l, take into account the discounting with E 
and take into account the efficiency of the heating system ε. The discount rate is 
chosen according to the interest rate on bank deposits. 

The level of thermal comfort is based on the Fanger method, which is 
presented in the ISO 7730 standard and which is based on the equations of human 
heat balance: 𝑃𝑀𝑉 = (0.303 ⋅ 𝑒ିଶ.ଵ⋅ெ + 0.028) × ሾ(𝑀 −𝑊) −𝐻 − 𝐸௖−𝐶௥௘௦ − 𝐸௥௘௦ሿ (2) 
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where: 
M – metabolism level, W/m2, 
W – effective mechanical work, W/m2, 
H – sensitive heat losses, W/m2, 
Ec – heat transfer by evaporation from the skin, W/m2, 
Cres – heat transfer by convection, during respiration, W/m2, 
Eres – heat exchange by evaporation during respiration, W/m2. 

 
The Fanger model, namely the PMV index, is based on a large number 

of experiments, but it does not take into account the mechanism of thermoregu-
lation, which has a rather large influence in the calculations of human heat trans-
fer. It also helps to assess the acceptability of environmental conditions to ensure 
the thermal comfort for a human. The exergy approach to creating comfortable 
conditions is to determine the value of human body exergy consumption (HBExC). 
HBExC is calculated according to the approach proposed by M. Shukuya (Shukuya 
2018). Finding the minimum consumption of exergy and the corresponding value 
of indoor air temperature will ensure that the indoor air temperature at which the 
thermoregulatory mechanisms will be activated the least, and therefore the body 
will work in the best conditions. Therefore, this algorithm is presented in the paper. 

3. Description of the research model 
The object of this study is a specialized school №64, Kyiv, built in 1973. The 
average heat transfer coefficient of the walls significantly exceeds the normative 
heat transfer coefficient U = 0.3 W/m2∙K and equals U = 1.3 W/m2∙K. The total 
wall area is 2814 m2. We suggest to insulate the external walls. Additional ther-
mal insulation will reduce excessive heat loss through the walls and improve the 
appearance of the building. For the insulation material we choose mineral wool 
boards, 0.2 m thick and 30 kg/m3 thick. The average heat transfer coefficient of 
the windows of the building exceeds the estimated standard heat transfer coeffi-
cient U = 1.33 W/m2∙K and equals U = 2.05 W/m2∙K. The total window area is 
1251.53 m2. It is suggested to replace existing metal-plastic windows with dou-
ble-glazed windows with energy-efficient spraying. The average heat transfer co-
efficient of the roof significantly exceeds the standard heat transfer coefficient 
U = 0.2 W/m2∙K and equals U = 0.58 W/m2∙K. The total roof area is 2251 m2. 
Modeling of changes in the level of thermal comfort before and after thermal 
modernization is possible under the room model and due to the determination of 
the average radiation temperature. The object of the study was a typical study 
room located on the second floor of the building in block B, size 10×10 m with 
three window openings, size 2.05×2.1 m. The model of the study room is shown 
in Fig. 1. The glazing ratio is 0.3. This model was created in the software product 
sketchUp and all engineering systems were added, namely, the simulation was 



462 Nadia Buyak et al. 
 

performed by EnergyPlus software. Table 1 shows the basic characteristics of the 
research model and Table 2 presents the characteristics of the internal and exter-
nal environment. 
 

 
Fig. 1. Room model 

Table 1. Basic Characteristics  
of the Research Model 

External Wall Area Fz, m2 17.4 
Window Area Fv, m2 12.6 
Thermal resistance of the 
outer wall Rz, m2·°С/W 0.77 

Thermal resistance of the 
window Rv, m2·°С/W 0.40 

Air exchange n, hr-1 1.0 
 

 
Table 2. Characteristics of internal and external environment 

Outside Temperature T0, K 273 
Relative Environment Humidity φ0, % 78 
Relative Room Humidity, φv, % 50 
Air Pressure, Pa 101325 
The average power of solar radiation on a vertical surface W/m2 30 

Also, the metabolic rate was 70 W/m2, because in this room the main ac-
tivity is sedentary work, which is typical for educational institutions and the thermal 
resistance of typical clothing combinations, respectively, is 0.155 m2∙K/W (Zare et 
al. 2018). 

4. Results and discussion 
4.1. Cash flows for the system before and after thermal modernization 
As a result of complex thermal modernization of the building, the percentage dif-
ference of the calculated value of specific energy consumption, EP, from the max-
imum allowable value, EPmax is 20%. The energy efficiency class after thermal 
modernization, established by the ratio corresponds to the class – "B" and before 
– class “E”. The increasing of thermal resistance of the walls will be considered 
in conjunction with a change in the source of heat supply. Currently, the appro-
priate microclimate in the room is created through the use of a centralized heating 
system. As an alternative, one can choose autonomous gas heating, a system with 
a heat pump installation. Table 3 shows the change in the cost of energy over time 
through the use of appropriate coefficients, considering the cash flows for the 
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selected alternatives before and after thermal modernization. An optimistic and 
average statistical forecast will be considered. 
 
Table 3. Possible scenarios of energy price changes 

l, % Gas Electric 
Optimistic 0 0 
Medium 15 8 

 
The results of cash flow calculations for the system before and after ther-

mal modernization are presented in Fig. 2. Cash flow graphs, as integrated dis-
counted costs, when using district heating, gas boilers and heat pump before and 
after complex thermal modernization (Figure 2a) will determine the complex pay-
back period of the proposed alternatives compared to the existing option. 

 
(a) 

 
(b) 

 
Fig. 2. Cash flows for the system before and after thermal modernization: 
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b1, b2, b3, b4 ,b5, b6 – integrated discounted costs with the use of central heating before 
and after thermal modernization, gas boiler before and after thermal modernization and 
heat pump after and before thermal modernization, UAH; 
b11, b12, b13, b14, b15, b16 – integrated discounted costs, using district heating before 
and after thermal modernization, gas boiler before and after thermal modernization and 
heat pump after and before thermal modernization, taking into account the changes in 
energy costs over time, UAH. 
 

Therefore, according to Fig. 2, the complex payback period is defined as 
the intersection of one heat source with another. Figure 2 presents the impact of 
the energy cost changes. When we do not take into account changes in the cost 
of energy, this leads to higher costs and longer payback periods than when we 
take into account this indicator. Significant changes in the discounted payback 
periods indicate that the change in the cost of energy over time plays a significant 
role and must be taken into account. In conclusion, after a comprehensive thermal 
modernization, it would be appropriate to change the source of the heating sys-
tem, which will lead to greater savings and faster payback. Hence, comparing 
Figures 2a and 2b, we can conclude that the change in the cost of energy over 
time affects the payback period. Taking into account the growth rate of energy 
prices, the discounted payback period is reduced by almost 2 times. 

4.2. Influence of thermal modernization on the level of thermal comfort 
Currently, the world is wondering how to achieve efficient energy use and not to 
reduce the thermal comfort of buildings. Hence, this issue is so important and 
requires a comprehensive approach to its solution. 

The simulation was performed for a typical room located on the south 
and north sides. The next step was to insulate the walls, roof and replace the old 
windows with new energy efficient ones. It is proposed to replace window con-
structions with double-glazed windows with selective coating. After that, re-sim-
ulation was performed. The calculation of thermal comfort indicators for the var-
iable hourly average radiation temperature during the before and after thermal 
modernization for the North and South walls was carried out in Mathcad. The 
PMV values for the heating period are shown in Figure 3. PMV varies from -0.7 
in the cold months to 0.2 in the off-season. Changes in the thermal resistance of 
the barriers can increase the PMV, and, therefore, improve human heat by about 
0.1. The S orientation wall is characterized by larger fluctuations of PMV, which 
is due to the inflow of solar radiation and as a consequence of the increase in the 
variation of the room radiant temperature. 
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Fig. 3. PMV value for the heating period 

 
Figure 4 shows the change in the average radiation temperature for Jan-

uary (a) and March (b), before and after thermal modernization for the wall of 
North and South orientation. It is established that the increase of the thermal  
resistance of enclosing structures allows to increase the average radiation tem-
perature of the room by an average of 2°C. The southern orientation of the wall 
provides an increase in the average radiation temperature to 1.4°C compared to 
the Northern. This increase in the average radiation temperature will reduce the 
temperature in the room without reducing the level of thermal comfort. 

Also, the EnergyPlus software calculated energy consumption of this 
room on the south and north orientation before and after insulation. Energy con-
sumption for Southern orientation after insulation decreased by 32%, and for 
Northern – by 30%, which indicates the appropriateness of insulation of the build-
ing. According to DSTU B EN 15251:2011, different categories of the internal 
environment are established based on different criteria for PMV and PPD, which 
are defined respectively (Zare et al. 2018). This research concludes that this build-
ing has a third category of comfort, i.e., an acceptable average level of expectations 
can be used for existing buildings, but for a comfortable living, and, especially, for 
teaching children, this is not enough. Therefore, this work suggests to conduct 
a comprehensive thermal modernization of the building, and our research also 
shows how it was possible to bring this building to the II category of comfort – this 
is a normal level of expectations to be met for new buildings and renovations. 
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(a) 

 
(b) 

 
Fig. 4. Changes in the mean radiant temperature in january (a) and march (b) 

 

4.3. Human body exergy consumption 
The human body exergy consumption (HBExC) was determined for the average, 
maximum and ambient temperature. In Fig. 5 the value of exergy consumption 
by the human body for a room with an external wall of N and S of orientation 
before and after thermal modernization is presented. The corresponding PMV and 
HBExC values are also plotted. The trends in PMV change are the same as for 
HBExC. For the selected model HBExC varies from 3.43 to 3.97 W/m2. Finding 
the minimum of this function indicates the conditions when the consumption of 
exergy on the thermoregulatory mechanism is minimal. However, the lowest 
HBExC values do not correspond to the PMV values which are the closest to 0. 
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Fig. 5. Change of HBExC, PMV in winter for southern (a) and northern orientation (b) 
for main temperature point 

5. Conclusions and further study 
The paper presents a method of choosing a heat source on the example of the 
school, under different scenarios of changes in energy costs over time. In addi-
tion, the dynamic aspect of comfort conditions indicates a change in building cat-
egory and the possibility of using energy-saving modes. PMV has been found to 
vary from -0.7 in the cold months to 0.2 in the off-season. Changing the thermal 
resistance of the barriers can increase the PMV, and, therefore, improve human 
heat by about 0.1. The wall of the S orientation is characterized by larger fluctu-
ations of PMV, which is due to the inflow of solar radiation and as a consequence 
of the increase in variation of the room radiant temperature. Based on the calcu-
lation of PMV, it is established that this building has a category of comfort III  
– this is an acceptable average level of expectations to be used for existing build-
ings, but for a comfortable stay, and, especially for teaching children, this is not 
enough. Therefore, this paper proposes to carry out a comprehensive thermal 
modernization of the building, to achieve the second category of comfort-a nor-
mal level of expectations to be met for new buildings and renovations. Therefore, 
in this paper it was proposed to conduct a comprehensive thermal modernization 
of the building, due to which the category of the building changed to the second 
category of comfort – this is a normal level of expectations to be met for new 
buildings and renovations. 
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Abstract: To create a mechatron model of vacuum tube vibration system for rock 
cutting by flat auger tools based on physical and mechanical properties of 
processed array and kinematic characteristics of the instrument. The analytical 
model of the fracture process of rock cutting by tool vibration with considering of 
plastic properties of the massif were developed. The main technological 
parameters of massif vibrating cutting with normal variations were modeled: 
dependences of normal and tangential pressure in the zone of working body 
interaction with the medium, normal and shear stresses in the zone of destruction, 
rock characteristics of the medium, vibration parameters dependences on the 
characteristics of mechatronic system geometry of the contact area of flat incisors 
treated with medium. The choice of the computational model of the vibration rock 
cutting with the normal to the direction of movement of the working body 
fluctuations with considering arising from processes at once or disorders: the 
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occurrence of compressive and tensile stresses were backgrounded. Main stages 
and interconnection options in the simulation of vibration cutting were 
established. Scientific novelty lies in the development of a method of analysis of 
contact interaction of roller working body molding machine with an array taking 
into account the changes in the stabilization process of physical and mechanical 
properties of the treated medium, the aim of which is to predict the required 
voltage and depth of the formed layer. The theoretical basis of rock cutting by flat 
auger tool taking into account the normal component of the vibration with respect 
to the movement direction allowing for the deformation of the rock mass and the 
contact interaction with the working body were established, that allows to 
improve the technology of drilling wells by reducing the power consumption of 
the cutting process. The results enable us to determine the parameters of power 
and kinematic conditions for the occurrence of the vibration cutting. 
Keywords: mechatrone vibration system, massif, cutting 

1. Introduction 
The technology of crushing and grinding rocks is one of the most energy inten-
sive technologies. Effective management of crushing and grinding is possible 
with the most complete mathematical model of the situation. Studies show that 
the work of crushing and grinding complex is determined by dozens of factors, 
many of which are random. Each combination corresponds to a specific techno-
power mode of operation. The more fully taken into account in the operational 
management factors and system properties that affect the characteristics of the 
mode, the more effective it management and lower the energy consumption of 
the processes of crushing and grinding. The increase in the number of consid-
ered factors complicates the model, so it is necessary to form the control action, 
finding a compromise solution that takes into account the degree of informa-
tiveness of the factor field and its complexity. It is necessary to solve a number 
of tasks such as: analysis of operation modes of the equipment of grinding to 
determine the parameters, which correspond to different operation modes; de-
velopment of a multicriterial model of optimal technological parameters of 
equipment of the crushing and grinding complex subject of power consumption, 
productivity and quality of grinding; development of the model of crushing and 
grinding complex, which could provide optimal power consumption manage-
ment of crushing and grinding complex. 

2. Literature review 
The simulation of crushing and grinding complex is used to optimize its energy 
consumption. This particular task contains a number of subtasks such as: de-
scription of kinematics and dynamics of internal processes, the establishment of 
energy intensive of processes of destruction of rocks, the construction of control 
systems for crushing and grinding complex. The analysis of works in the field 
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of simulation of the grinding aggregates and management highlights the follow-
ing researchers (Meyta 2010). 

The most famous equation that establishes a relationship between the 
energy expended and the fineness of the product resulting from grinding are 
equations of Rittinger, Kick-Kirpichev, Bond. Comparison of the curves con-
structed according to the laws of Rittinger, Kick-Kirpichev, Bond, showed that 
the law of Rittinger can be applied in the case of high specific power consump-
tion regardless of the size of the grains, the law of the bond – in a significant 
range of intermediate values of the specific energy consumption, the law Kick-
Kirpichev - at low specific power consumption. Based on the works of An-
dreev, Davis, Perov, Tovarov, Olevskii, Kantorovich established that the great-
est power consumption characterizes, however, and most work of grinding. 
Knowing the useful power consumed by the mill and taking into account losses 
occur in all elements of the system can provide a complete energy picture of the 
mill as a control object, thereby providing the possibility of its rational exploita-
tion, in terms of energy consumption. 

Automatic control of operation of the mills, the variables determining 
them, the construction of control systems for crushing aggregates considered in 
the works of Nazarenko V. M., Uteus Z. V., Uteus E. V., Gelfand J. E. and 
Ginzburg, I. B. 

The use of modern CAE-systems for optimizing of parameters of mecha-
tronic systems and complexes, investigated the Pivnyak G.G., Samus V.I., Ki-
richenko O.E., Kirichenko V.E. (Kyrychenko 2014, Samusya 2015, Pivniak 2014). 

The principles of operation and options for the use of ANN were con-
sidered by the authors Haykin, Titterington, Picton, Dreyfus (Haykin,1999, 
Titterington 2009, Picton 2000, Dreyfus 2005). 

3. Presentment of the basic material 
Technological processes are the basis of many industries and virtually all indus-
tries. This process involves primary environment and additionally enter compo-
nents used physico-chemical, mechanical or hydro-mechanical effects, which 
are inside of the workspaces of the devices to obtain the final products. Techno-
logical processes in grinding equipment belong to the group of mechanical pro-
cesses that determines the regularities of the processes that are common to the 
group. Crushing and grinding stands out as a separate subgroup, which charac-
terizes the specifics of the processes and their characteristics. 

The technology of crushing and grinding is one of the largest and most 
energy intensive, therefore costly operations. In concentrating factories and 
production of building materials, crushing and grinding operations account for 
up to 50-70% of the total capital expenditure and the same share of total operat-
ing costs. The ways to solve the problem of optimal energy consumption of 
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crushing grinding complexes can be further improvement of the grinding and 
crushing, the use of the most efficient and economical methods of grinding, the 
simplification of the scheme of layout of crushing plants. 

One of the ways to ensure rational operating modes of technological 
mechanisms of crushing and sorting factories is the use of adaptive control sys-
tems, which relate to robotic systems, the element base of which is micropro-
cessor technology. To operate the process control system, the technological 
process requires mathematical support, which adequately describes the techno-
logical processes and the operation of certain types of equipment participating 
in them. In choosing the mathematical description of technological processes, it 
is necessary to take into account the regular connections that are repeated in 
time, and random ones, caused by the variability of process parameters. 

The task of constructing an automated control system for simplification 
can be divided into a number of sub-tasks such as: 

1. The definition of the factor of the field system and the allocation of the main 
factors. 

2. Establishment of regularities of changing factors. 
3. Identify the relationships between dependent variables. 
4. Identification of the current state of the object (nominal, pre-emergency, emer-

gency, ineffective mode). 
5. Prediction of the state of the managed object based on its current state. 
6. Formation of the control action depending on the available data on the system 

and their projected values. 
 
As an example, the technological process of production of silicate 

bricks in the construction industry enterprises is considered, which is a se-
quence of the following operations: 
• delivery of raw materials for making bricks (lime and sand); 
• lime burning; 
• transportation of burned lime with a conveyor belt to the feed hopper of the 

crusher; 
• crushing of lime in hammer crushers up to size 1 mm; 
• transportation of the crushed product by pneumatic transport to the mill feed 

hopper; 
• grinding in the ball mill of cooked lime and sand (binder preparation); 
• transportation of ready-made binder by pneumatic transport to a molding shop 

for manufacturing bricks from prepared raw materials; 
• warehousing of finished products. 
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At each stage of the technology, the physical state of the substance 
changes at a certain energy expenditure. Changes in the physical state can be 
both positive (necessary for technology changes, such as reducing the size of 
the material, giving the necessary properties of lime by burning it, forming the 
finished product) and negative (re-grinding of the substance, undesirable change 
in humidity, loss during transport). Regardless of whether a technologically 
useful or harmful effect occurs, the amount of energy consumed during the tran-
sition from one stage to another is constantly increasing, therefore, in order to 
ensure rational energy-efficient management of the complex, it is necessary to 
take into account how energy-intensive each stage of production is and how 
much this energy expenditure is justified. At the same time, for each stage it is 
necessary to identify the factors determining its energy consumption and those 
indicators by which its energy state can be estimated. 

From the given technological chain of greatest interest are the factor 
fields of the crusher and mill, as the key objects of the complex. 

Research carried out at concentrating plants and enterprises for the pro-
duction of building materials have made it possible to identify a number of fac-
tors that have the most significant effect on the nature of the power consumed. 
These factors include the magnitude of the ball load, the mill speed and the 
productivity of the grinding unit. The mode of operation of the mill and the 
amount of power consumption depend not only on the factors listed, but also on 
the magnitude of the frictional force between the inner surface of the drum (lin-
ing and ball loading) and the type of lining. For the electric drive of such a mill, 
it is characteristic that the power consumption depends little on the productivity, 
that is, the specific costs of producing the binder are significantly reduced with 
increasing productivity. 

In the practice of grinding a substance has the following properties den-
sity, strength, abrasiveness, moisture content, flowability, lumpiness, specific 
surface area of mineral raw materials crushability and grindability. The re-
searches have shown, that the specific expenses of the electric power on binder 
production essentially change depending on the above mentioned factors (up to 
30%). The change in the fineness of the grinding occurs intensively at the be-
ginning of the mill, at a time when there are practically no changes at the last 
meters, which indicates an inefficient grinding of the material. 

In addition to the physical properties of matter, there are a number of 
technological variables that determine the operation of grinding aggregates. 
These include fineness of grinding; number of grinding media; the size of grind-
ing bodies; the presence of inter-chamber partitions; state of armor; intensity of 
aspiration; resistance of the material to grinding; introduction of an intensifier 
of the grinding process. The factorial field of the ball mill can be represented by 
the Ishikawa diagram (Fig. 1) (Meyta 2016). The main positions in the diagram 
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are assigned to four groups of factors that determine the technological process. 
The breakdown and sorting of factors within each group makes it easier to as-
sess the impact of a factor. 

Based on the above data, it is possible to construct a neural network to 
control the crushing and grinding complex. The controlled parameters act as the 
output vector, and the corresponding values of the regulated quantities, the pa-
rameters of the equipment and the crushed material are the input vector (Table 1). 

In the generalized model, the selected factors will be used as inputs, and 
as output values, the process parameters or those control actions that will regu-
late them. A similar network is shown in Fig. 2 The mathematical model de-
scribes a real object with some approximation. The degree of correspondence of 
the description to the real process is determined, first of all, by the completeness 
of the calculation of disturbing influences. In the absence or insignificance of 
disturbances, it is possible to unambiguously determine the influence of the 
input and control parameters on the output. 

 
 

The technological process of
grinding in a ball mill 

Controlled factors Factors of 
regulation 

Physico-
mechanical 

properties of the 
substance 

Design 
parameters of the 

system 

Lumpiness 

Quality of 
grinding 

Electro-
consumption 

Productivity 

Drive 
parameters 

Mill 
parameters 

Power 

Mode of 
operation 

Condition of 
the equipment 

Control 
system 

State 
lining 

Overall 
dimensions of 

the drum 

Ball loading 

Mass 

Standard size 
Assortment 

Speed of rotation of the drum 

Feeding of 
mill 

Гранулометричний 
склад 

The degree of 
filling of the 

drum 

Strength 

Humidity 

Abrasiveness  
Density 

Fig. 1. Factor field of a ball mill 
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Table 1. The main groups of the factor field of crushing and grinding equipment 

Output Vector 
Vector of input 

measurable  
control variables 

Vector of input meas-
ured uncontrolled 

variables 

Vector of input  
non-measurable 

variables 

Electrocon-
sumption (W), 
productivity 
(Q), quality  
of grinding (T) 

Ball and raw 
materials, rota-
tional speed (n) 
of the working 
body 

Physical  
and mechanical 
properties  
of incoming raw 
materials 

Condition  
and operating con-
ditions  
of equipment  
(lining, balls, drive) 

 
An objective model of the grinding object can be created under the con-

dition of good awareness of the properties of the object under study, the main 
groups of which are represented in the factor field. 

 
 

Raw material properties 

The speed of rotation of 
the drum 

Ball load  

Lining condition 

Productivity 

Electro- 
consumption 

Supply of raw 
materials 

Quality of grinding 

 
Fig. 2. The grinding control model 

 
According to the degree of completeness of information about real ob-

jects and processes occurring within them, we can distinguish: 
• objects with a zero level of information; in this case the object is represented 

as a "black box", its mathematical model is constructed by statistical tests of 
a real object on the basis of regression, dispersion and correlation analysis 
and factorial design of the experiment; 

• objects whose behavior has empirical information; when creating models of 
such objects, physical modeling methods are used; a complete closed model 
is obtained by methods of experiment planning; 
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• objects with known basic deterministic regularities; their models are formulat-
ed by methods of mathematical modeling; deterministic dependencies are 
partially complemented by empirical relationships, the values of constants 
are established from experience. 

 
The objects of the crushing and grinding complex belong to the first 

group. The power consumed by the mill depends on its load and the speed of 
rotation, so the mill's power consumption model can be represented in the form 
of two interacting components: the speed n and intra-milling filling (IF). The 
speed component is unambiguous, not below a certain value at which grinding 
is generally possible and is easily controlled by means of an adjustable drive. 

On the other hand, intramural filling is a function of many variables. 
First of all, this value is determined by the set productivity and quality, then it 
must take into account as much as possible the number of perturbations and, in 
addition, be a function of time – to perform the functions of the predictor (PR)  
– to determine the influence of the previous values of the factors on their cur-
rent values. Such a notion of intramelic filling will allow to take into account 
the multifactority of the object and eliminate the influence of its inertia. 

Separately, it should be noted systems consisting of several working to-
gether crushers or mills. In a sense, they are a model of a single multi-chamber 
mill (in operation in series), which makes it possible to optimize their operating 
mode not only by regulating the rotational speed, but also by regulating the 
stage of grinding. 

The considered model of the mill as a component element is included in 
the multi-stage grinding scheme: successive operation of two objects. In this 
case, we have a system of two power consuming objects and the task will be to 
select a combination of speeds that ensure minimum power consumption. 

In this case, the first mill will perform for the second function of the 
feeder, but in addition to the productivity there will be the possibility of regulat-
ing the fineness of grinding and there is an additional condition: selection of the 
degree of grinding by the first mill for optimal system operation (Fig. 3). That 
is, if in the case of single work speed was a regulating parameter, and produc-
tivity and quality of grinding are internally calculated, then when working to-
gether, all three variables for the first mill become adjustable. 

The considered model of the mill as a component element is included in 
the multi-stage grinding scheme: successive operation of two objects. In this 
case, we have a system of two power consuming objects and the task will be to 
select a combination of speeds that ensure minimum power consumption. In this 
case, the first mill will perform for the second function of the feeder, but in 
addition to the productivity there will be the possibility of regulating the fine-
ness of grinding and there is an additional condition: selection of the degree of 
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grinding by the first mill for optimal system operation (Fig. 3). That is, if in the 
case of single work speed was a regulating parameter, and productivity is inter-
nally calculated, then when working together, all three variables for the first 
mill become adjustable. 

Let the crushing complex consist of several grinding aggregates, in-
cluded in the sequential work (Fig. 4). Each unit that is part of the complex is 
characterized by a certain amount of power consumption or power consumption 
per ton of ground material, the value of which depends on a number of factors 
(we take into consideration such factors as the mass of grinding bodies M, the 
productivity of the aggregate Q and the size of the raw material T) and size of 
the finished product. The size of the finished product is determined by the mode 
of operation of the unit and the grinding time, which affects the amount of pow-
er consumed). 
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The ratio of the size of the product at the inlet to the size of the product 
at the outlet determines the degree of crushing of the product i. For N consecu-
tive objects, the total degree of grinding is determined by multiplying the de-
grees of grinding at each stage (Rosen 2015). 




N

K
Kii

1
   (1) 

The value of the power consumption for the complex consists of the 
sum of the power consumption of individual units 




N

K
КwW

1
  (2) 

Using the specific power consumption as an optimization function, it 
should be taken into account that this value is determined not only by the value 
of the received power, but also by the productivity. Summation of specific pow-
er consumption is possible only for quantities characterizing the same mode of 
operation of the complex. Then the total specific power consumption of a group 
of objects (for a material flow that does not vary from an object to an object-the 
condition for the joint operation of the elements of the complex included in 
series) is determined by summing the specific power consumption of each stage. 


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Then, the optimization problem for a crushing complex with a perfor-
mance varying in a narrow range will be written in the form 
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With this representation of the complex, the specific power consump-
tion is represented by a nonlinear function determined by the state of each ele-
ment of the complex, each of which in turn is a function of many variables. Two 
possible solutions are possible here: the first is the reduction of all variables to 
one, artificially introduced (the expression of all variables through one of them) 
and the second is the numerical solution of the problem, by sequentially supply-
ing to the inputs of the model possible states of the system. The second option is 
more labor – intensive, however, its accuracy will be determined by the accura-
cy of its models. At the initial stage of solving the problem with the help of 
a numerical model, it is sufficient to identify zones of local minima of a func-
tion with the aim of more detailed investigation of them in the future, since each 
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of them can be a minimum in one of the incoming variables and characterize 
only certain operating modes. Since the objects of the crushing complex are 
inertial and multi-variable, there may be some discrepancy between the calcu-
lated optimal mode and the "real" optimal mode, therefore, one must take into 
account the accuracy constraints imposed by the properties of the object. In 
addition, depending on the selected priorities, preference can be given to a par-
ticular local minimum. 

To implement the monitoring and management system, it is advisable to 
use neural networks with the help of which it is possible to implement a model 
of the system and regulator. Neural networks are trained, designed to work with 
a large number of variables, successfully perform predictions. The task of grind-
ing control using neural networks is implemented as follows (Fig. 5). 

Each input of the network corresponds to one of the factors. The net-
work outputs correspond to performance, subtlety and power consumption. 
Network weights determine the significance of factors. In addition to identify-
ing the factors, the network can detect the forecasted state of the system based 
on the available data and optimize the work for a given parameter. As optimiza-
tion parameters, we can take T, W and Q, or the introduced generalizing indica-
tor that reflects all three criteria, depending on their significance. 

 

 
Fig. 5. Neural network model for grinding control 

 
System control using neural networks provide an alternative to the con-

trol systems, constructed according to the classical methods of management. 
This possibility is based on the fact that a neural network consisting of two lay-
ers and containing in the hidden layer is arbitrarily large number of nodes can 
approximate any function of real numbers with a given degree of accuracy (Cal-
lan 2000, Medvedev 2002). 

To ensure monitoring system with the prediction function, it is neces-
sary to build a neural network model of the form (5) (Medvedev 2002). 

fN 
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where y (k) is the output of the model; d is the number of prediction cycles; 
u (k) is the output of the model. 

To design a tracking system that provides a given trajectory of the form 

)()( dkydkу r  .  (6) 

it is necessary to design a nonlinear controller of the following general form 
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In Fig. 6 shows the structure of the corresponding controller in the form 
of a neural network. Here we should pay attention to the sections of the network 
that performs the approximation of non-linear operators g and f in outputs 

)(2 tag 


and )(4 taf 


  
The controller outputs are the signals y(t+1) and u(t+1), the latter is im-

plemented as a feedback and a reference signal y(t+2). The delay units include 
remembering the relevant entry and exit, and then used a two-layer neural net-
works, which form estimates of the nonlinear operators and compute the control 
signals. 
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Fig. 6. Model of the neural network controller 
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The result of the operation of the system with a trained controller is 
shown in Fig. 7, where curve 1 shows the input stimulus; and curve 2 is the 
output signal. 

 
   t/ hour 

 
Fig. 7. Learning outcomes of the neuromodel 

 
Comparison charts of the input (random) signal and output of the sys-

tem shows that the use of the controller allows to achieve a more stable work 
area for the output product, in case of random changes of the input traffic. 

4. Conclusions 
The technological process at the enterprises of the crushing and grinding com-
plex is a sequence of operations, each of which changes the physical state of the 
substance and increases the amount of energy consumed by the complex. Quali-
tative indicators of the change in the state of a substance and the amount of ener-
gy expended on it are determined by factors whose totality forms the factor field 
of the object. The factor field of the complex includes four groups of factors: 
controlled, regulating, equipment characteristics and substance characteristics. 

The proposed new model of the crushing and grinding complex, which 
takes into account multi-factor field of the system and displays its internal links 
based on the mathematical apparatus of artificial neural networks lies in ac-
counting for the formation of the objective function components that determine 
energy consumption and other technical and economic indicators of the com-

mutt/M-u‘QJW1‘.IJJN.‘I11‘* 
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plex “crusher mill” that allows you to increase the energy efficiency of the sys-
tem by ensuring operation at the optimum power consumption mode. 

The energy-saving effect in crushing and grinding complex is achieved 
by optimal power consumption mode, which is characterized by the calculated 
grinding fineness at which the transition from grinding from one grinding stage 
to the next (thinner) is carried out. 

The developed model of crushing and grinding complex, which consists 
of several crushing units, which operate sequentially to determine the optimal 
parameters for a given criterion the operation mode of the complex, which re-
duces the power consumption of the complex by selecting an optimal mode for 
reducing the substance. 

Application of neural networks in the implementation of the algorithm 
for finding the optimal operating mode. 
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1. Introduction 
In the presence of the electricity market, the need to obtain forecast values of 
energy consumption is due to economic and technological reasons. Improving 
the accuracy of the forecast of electric loads allows to avoid overloading of 
generating capacities, to improve the quality of electricity, and to minimize its 
losses. Moreover, the projected loads significantly affect the market value of 
electricity, which is important both at the level of the individual industrial con-
sumer planning its application for electricity, and at the level of the entire power 
system. High-level accuracy of power system planning allows to optimize the 
use of energy, distribute electrical loads between network facilities and meet the 
requirements for reliability and quality of electricity supply. This points to 
a great relevance and importance of the tasks related to modelling and forecast-
ing of electrical loads for planning the optimal modes of operation of electricity 
consumers and power supply systems. 

2. Analysis of recent research and publications 
The quality and accuracy of the forecast depends on the chosen mathematical 
model. There are a large number of models and methods for loads prediction, 
which are usually based on the retrospective dynamics of power consumption 
and the factors that affect it, to identify a statistical relationship between model 
parameters and process characteristics. Ukrainian and foreign scientists, includ-
ing V. Vynoslavsky, A. Prakhovnyk, V. Rozen, A. Voloshko, P. Chernenko, 
worked on the development of mathematical modelling and forecasting of elec-
tric loads (Vinoslavsky et al. 1974, Prakhovnik et al. 1985, Kalinchik et al. 
2013, Voloshko et al. 2012, Chernenko et al. 2016). 

In recent decades, the mathematical apparatus of artificial neural net-
works (ANN) has been successfully used for prediction, models based on which 
can establish a relationship between the output characteristics of the system and 
input factors using the learning procedure. The use of artificial neural networks 
allows to achieve forecast accuracy up to 96-97%, which will have a significant 
impact on the management of electrical loads. The choice of network type and 
its configuration depends on the specific task, available data and their volume. 

At present, there are a significant number of classes of forecasting mod-
els (Tikhonov 2006). Moreover, some models and relevant methods relate to 
individual approaches to forecasting. 

Speaking of the scientific works studying to the use of ANN in forecast-
ing processes, we should mention the works by Yu. Zaigraieva, G. Shumilova, 
I. Chuchueva and others (Zaigraeva 2008, Sukhbaataryn 2004, Shumilova et al. 
2008, Chuchueva 2012). 
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The principles of operation and options for the use of ANN were con-
sidered by the authors Haykin, Titterington, Picton, Dreyfus (Haykin 1999, 
Titterington 2009, Picton 2000, Dreyfus 2005). 

The main requirements for forecast models include: sufficiently high 
accuracy of forecasting and simplicity of algorithms, which allows to minimise 
the decision time and volume of system memory; work in conditions of uncer-
tain and insufficient information; ensuring the sustainability of management. 

3. The goal of this paper 
Is to develop a model for forecasting the electricity consumption of an enter-
prise using artificial neural networks to improve the accuracy of planning the 
operating mode and increase the reliability of the enterprise’s estimates in mak-
ing technical and economic decisions. 
To achieve this goal, the following objectives are addressed in the paper: 
- Building a structure and developing a mathematical model of ANN for pow-

er consumption forecasting. 
- Investigation of neuromodels with different numbers of neurons to assess the 

effect of ANN configuration on prediction accuracy. 

4. Presentation of the main research material 
Interconnected neurons form a neural network. Network configuration is deter-
mined for each separate task. To solve some individual types of problems, there 
are already optimal configurations described in the academic literature on the 
construction and operation of neural networks (Komashinsky et al. 2002, 
Medvedev et al. 2002, Kruglov et al. 2002, Neural networks 2000, Haykin 2006). 

On each cycle, all training observations are sequentially fed to the net-
work input, the initial values are compared with the target values, and the error 
function is calculated. The values of the error function, as well as its gradient, 
are used to adjust the weights and offsets, after which all steps are repeated. The 
initial values of the ratios and biases of the network are chosen randomly. The 
learning process is terminated either after a certain number of cycles, or when 
the error decreases to a sufficiently small level or ceases to decrease. 

Suppose a given multilayer perceptron with a smooth activation func-
tion (Surovtsev at al. 1994) (Fig. 1). 

Its work is set by the equations: 

NETijl = wijl ∙ xijl –  (1) 
OUTjl = F(NETjl) (2) 

Xij(l+1) = OUTil (3) 
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Fig. 1. Multilayer perceptron 

 
We accept the total quadratic error as the objective function: 

 
(4) 

The network is defined by its parameter vector – a set of weights and 
threshold levels of 

 
(5) 

where W is a vector, the components of which are the weights of the network, 
Θ is the vector of network threshold levels. 

Therefore, if we consider the training set as given, the network error 
depends only on the vector of parameters: 

E = E(P) (6) 

During training on each iteration, the parameters in the direction of an-
tigradient E will be adjusted: 

P = - ∙   E(P). (7) 
The model of the object of research is realized on the basis of ANN. 

Preliminary preparation of the input data vector reduces the duration of the 
learning process, which is important for large amounts of data in the case of 
multicomponent systems. The mathematical apparatus of the ANN for the im-
plementation of the model is selected based on the fact that the network of such 
a structure can simulate a function of almost any degree of complexity, and the 
number of layers and the number of elements in each layer determine the com-
plexity of the function. MLP network has the ability to extrapolate data and 
high performance after training (Kalinchik et al. 2016). 

The paper predicts the schedule of active power consumption for the 
day ahead on the basis of data on electricity consumption for the previous days. 
The total sampling consists of 168 observations (24 hourly observations per day 
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during a week) and is provided in the form of a table and graph (Fig. 2). To 
verify the accuracy of the forecast, the forecast will be based on 144 observa-
tions, and the data of the last day will serve as a control sequence. The accuracy 
of the model will be assessed by the average value of the relative error in the 
control sequence and the value of the relative error in determining the daily 
power consumption. 

A multilayer perceptron was adopted as a model for prediction. The 
number of perceptron inputs is determined by the length of the load schedule 
(24 observations per day). To obtain the predicted value, one source element is 
sufficient. The number of neurons in the hidden layer is set from 2 to 20 and 
will be adjusted depending on the accuracy of the model, which will be deter-
mined by the performance on the training and test sequences. Threshold activa-
tion functions may take linear, hyperbolic, exponential values. Network learn-
ing algorithm is BFGS. 

 

 
Fig. 2. Weekly schedule of energy consumption of an enterprise 

 
When training networks under given conditions, the best 2 results out of 

50 options have the characteristics shown in Table 1. The two networks with the 
best performance (the smallest absolute error in the training and control se-
quence) were used to build forecasts for the day ahead (Fig. 3). The quality of 
the models was assessed by relative error indicators for the predicted values of 
electricity consumption and the total amount of electricity consumed in Table 2. 
The average error in forecasting the current values of active power consumption 
for MLP 24-16-1, MLP-24-14-1 and MLP 24-1-1 networks was 9.7%, 9.9% and 
9.5%, respectively. When estimating the total amount of energy consumed, the 
error was 1.8%, 1.6% and 4.1%. 
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Table 1. Сharacteristics networks 

№ Net Training 
perf. 

Test 
perf. 

Training 
error 

Test 
error 

Training 
algorithm 

Hidden 
activation 

Output 
activation 

1 MLP 24-20-1 0.960162 0.981960 1319.822 708.0249 BFGS 5 Identity Identity 

2 MLP 24-14-1 0.974301 0.983437 804.850 646.3876 BFGS 12 Logistic Identity 

3 MLP 24-14-1 0.973262 0.982999 836.882 763.7459 BFGS 13 Tanh Exponential 

4 MLP 24-20-1 0.962599 0.982751 1210.119 872.7152 BFGS 8 Exponential Exponential 

5 MLP 24-14-1 0.974809 0.982893 789.723 750.9171 BFGS 11 Identity Logistic 

6 MLP 24-2-1 0.968802 0.982306 1004.553 735.2150 BFGS 12 Sine Sine 

7 MLP 24-4-1 0.961010 0.982408 1279.481 715.6567 BFGS 7 Identity Identity 

8 MLP 24-5-1 0.965437 0.982536 1113.829 703.7486 BFGS 29 Sine Sine 

9 MLP 24-16-1 0.975561 0.982711 752.883 740.1567 BFGS 11 Identity Logistic 

10 MLP 24-11-1 0.973378 0.982453 826.363 758.3667 BFGS 12 Identity Logistic 

 

 
Fig. 3. Graphs of energy consumption by the original sequence and ANN models 
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Table 2. Estimation of accuracy of models 

 

 Dimen-
sion W 24"16"1 24"14"1 Error Error 24"1"1 Error 

1:00 400 364.8682 369.8831 0.08783 0.075292 347.7334 0.130666 
2:00 260 263.5233 271.1761 0.013551 0.042985 249.8743 0.038945 
3:00 180 184.6158 191.9261 0.025644 0.066256 170.9807 0.050107 
4:00 140 153.2481 159.4724 0.094629 0.139089 147.3600 0.052571 
5:00 120 153.0187 157.3944 0.275156 0.311620 167.1893 0.393244 
6:00 160 186.0898 188.3890 0.163061 0.177431 237.1377 0.482111 
7:00 300 228.1412 228.5293 0.239529 0.238236 313.9695 0.046565 
8:00 320 281.0085 281.0490 0.121849 0.121722 404.3978 0.263743 
9:00 420 350.9698 352.1839 0.164358 0.161467 495.7506 0.180358 
10:00 560 456.1922 456.8315 0.185371 0.18423 577.6940 0.031596 
11:00 600 575.1257 572.1859 0.041457 0.046357 633.2087 0.055348 
12:00 620 654.7844 648.0695 0.056104 0.045273 656.2832 0.058521 
13:00 680 687.5770 680.9111 0.011143 0.00134 661.0392 0.027883 
14:00 660 690.9127 684.9339 0.046837 0.037779 649.6118 0.015740 
15:00 640 687.9962 682.8616 0.074994 0.066971 642.9487 0.004607 
16:00 660 684.3566 679.8348 0.036904 0.030053 642.3883 0.026684 
17:00 660 683.8430 678.9896 0.036126 0.028772 646.9048 0.019841 
18:00 600 686.2046 680.1743 0.143674 0.133624 658.9881 0.098313 
19:00 640 681.8390 675.1215 0.065373 0.054877 671.7496 0.049609 
20:00 620 664.0817 658.0634 0.071100 0.061393 675.4060 0.089365 
21:00 620 637.2844 633.5488 0.027878 0.021853 663.2066 0.069688 
22:00 640 611.4985 610.2385 0.044534 0.046502 625.3585 0.022877 
23:00 520 584.7224 584.8978 0.124466 0.124803 556.1733 0.069564 
24:00 460 541.7731 542.5004 0.177768 0.179349 458.3088 0.003676 

 Amoun 
W 

Amoun 
W 

Amoun 
W Error Error Amoun 

W Error 
 11480 11694 11669 0.018612 0.016478 11953 0.0412598 
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5. Conclusions 
Operation of the enterprise has a cyclical change of loads, repeated daily during 
the week. Operation of the enterprise is characterized by hours of minimum 
load (from 0 to 8 hours) and hours of work with a nominal load of 600 to 700 
kW. To build a mathematical model of the function of changing the electrical 
load, it is advisable to use a multilayer perceptron. 

The daily load schedule with hourly data recording determines the ob-
servation period and the required number of neurons (24) in the input layer, 
because predicting a decrease in the number of neurons will worsen the quality 
of the model due to period mismatch, and increase will complicate the model. 

For the proposed prediction model, a network with one hidden neuron 
provides a more accurate prediction for individual observations, but for predict-
ing total power consumption over a set period, networks with more hidden neu-
rons are more accurate. The biggest forecasting errors are observed at the time 
of changing the operating mode. 

The error of the forecast values for operation at rated mode from 10 to 
17 hours (minimum value 0.4%, maximum value 5.8%) and 4.1% error of fore-
cast daily consumption indicates sufficient accuracy of the ANN model applied 
for forecasting daily loads of the enterprise. 

The capability of processing large data sets, self-learning based on the 
given data sequences, and the high accuracy of the models confirm the feasibil-
ity of using artificial neural networks to solve problems of forecasting electrical 
loads. 
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Abstract: Global trends in the efficiency, safety of energy systems and energy 
conservation actualize the task of developing new technologies for energy storage 
and transportation. The article considers current technologies of storage and 
accumulation of thermal energy, which can be used in central heating systems, 
and draws conclusions about the feasibility of their use. Also, the classification of 
energy storage systems is presented. The most perspective thermal energy storage, 
which can be used to equalize the load on the energy source to ensure the peak 
demand for heat with a high coefficient of utilization of the equipment capacity, is 
noted. 
Keywords: thermal energy storage, district heating system,  
mobile thermal energy storage 

1. Introduction 
Improving the efficiency of heat supply contributes to overall energy savings at 
the national level. The heat supply is carried out mainly by a branched pipeline 
infrastructure – a network of district heating (DH) and cooling. Consumers re-
main apartment buildings. Partially, the private sector and industrial enterprises. 
In the European Union, the residential sector uses about 26.1% of final energy 
consumption (European Commission 2019). In Ukraine, 1.6 times more primary 
energy is used for heat production than for electricity. Electricity production 
accounts for 39%, while high-potential (T > 100°C) heat production consumes 
21% and low-potential (T < 100°C) 40%. Therefore, increasing the efficiency of 
the DH system can contribute to overall energy savings. 

The main advantages of DH system are the possibility to provide a large 
number of consumers with heat at the same time, the use of various local fuels 
and energy sources which makes it possible to reduce the cost of heat. In DH-
systems there is possibility of centralized regulation of the heat-carrier tempera-
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ture, allows to minimize heat losses. There is also the possibility to control the 
DH work remotely, which ensures high reliability and easy use of the system.  

But the significant disadvantages of the system, level out the listed ad-
vantages – there are significant losses during transportation, lack of quantitative 
regulation and violation of the temperature regime during peak loads. Currently, 
the state of heating networks does not meet the current technical requirements. 
For example, in the EU countries up to 11% of heating systems are inefficient 
(European Commission 2016), in Ukraine from 22.3% to 17%. This is due to 
the difficult technical condition of the pipeline, insulation, distribution systems. 

The use of thermal energy storage systems (TES) allows to stabilize the 
DH system operation during the peak period of heat consumption, significantly 
reduce harmful emissions into the environment. And also, to ensure the system-
atic operation of boiler equipment with the highest possible high efficiency, to 
reduce the consumption of electricity and fossil fuels and to attract to the multi-
power balance of renewable energy systems and secondary energy resources.  

These tasks are especially relevant nowadays, to ensure energy security 
and flexibility of DH systems, decarbonization of generation, reduction of the 
cost of transport and distribution of thermal energy and the prospects for transi-
tion to the new advanced technologies of the fourth generation. DH systems of 
the fourth generation is a modern trend of heat supply, actively implemented in 
the EU, the U.S. and China. In particular, their introduction allows to solve eco-
logical problems, so the European Union announced the "green agreement" 
aimed at reducing of greenhouse gas emissions by 50% by 2030 in comparison 
with 1990 (Union European 2020). 

2. Purpose and objectives of the work  
The purpose of this work is to investigate the integration of heat storage tech-
nologies in central heating systems.  

According to the set goal, the following tasks are formulated: 
- determine the promising directions of development of central heating, 
- to review modern technologies of heat storage and identify promising options 

for their use in DH systems. 

3. Directions for development of district heating  
Modernization of the central heating system makes it possible to level out the 
divergence of priorities between district heating companies and consumers. The 
conducted analysis indicates convergence of priorities at the level of installation 
of heat regulation systems and reduction of heat losses for technological needs. 
Consumers are interested in reducing the cost of heat supply services, and heat 
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suppliers are interested only in the transition to the multi-parallel balance and 
reducing the cost of heat production.  

In order to improve the efficiency of district heating, there is a decrease 
in operating temperatures in heating networks. Low temperatures in the network 
allow to reduce heat losses and to integrate low-grade waste heat and renewable 
energy sources.  

Due to changing climatic conditions, the demand for heating is expected 
to decrease, as opposed to the demand for cooling increasing significantly. The 
task of an emission-free supply of heating and cooling energy is a challenge, 
especially in urban areas. Therefore, energy supply from decentralized sources 
of supply is not feasible. On the other hand, district heating and cooling (DHS) 
is gaining in importance.  

It should be noted, the general trend according to the stages of devel-
opment of heating networks of industrial development. DHS systems of the 1st 
generation emerged in the first half of the last century. This system is character-
ized by separate production of heat and electric energy and use of fossil fuels 
and oil products. DHS of the 1st generation is characterized by high temperature 
of the heat carrier ˃150°C and low efficiency of ≈ 50%.  

DHS heating and hot water generation 2 developed from the 1940s to 
the 1990s. This period is marked by the active use of natural and liquefied gas, 
secondary energy resources in the fuel mix. Generation of heat and electric en-
ergy is compatible. The temperature of the heat carrier is reduced to 115-70°C, 
while the efficiency of the system is increased up to 60%. TES start to be used 
on heat generation sources.  

Generation 3 DHS unfolded in Western Europe and the U.S. from the 
early 2000s to 2020, and is characterized by the cogeneration of heat and elec-
tricity and the use of renewable energy sources (RES), alternative and biological 
fuels. There is a gradual abandonment of the use of fossil fossil fuels. Heat-
carrier temperature is reduced to 90-70°C, and the efficiency of the system in-
creases up to 70%. Widespread use of RES leads to the spread of heat storage 
technologies. Today, most energy comes from such sources as oil, coal, natural 
gas and uranium, causes emissions into the environment, global warming and 
associated climate change. Countering these phenomena is one of the main chal-
lenges for modern science and economy. Therefore, it is necessary to conduct 
research on the widespread use of available renewable energy sources. It should 
be noted that the high potential for the use of heat from solar energy, due to the 
high efficiency of the accumulation and conversion of this energy. The main 
elements used in this area are solar collectors and heat storage systems.  

Intensive use of RES and TES systems has led to a transition to DHS 
4th generation systems. Now the EU is implementing a project for a new gener-
ation of heating, hot water and cooling systems by 2050. It covers the develop-
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ment and use of new energy sources and the rejection of fossil fuels. The cool-
ant temperature of such a system is in the range of 70 to 50оC. And the overall 
efficiency of the system is higher than 70%. The focus is on energy accumula-
tion and storage systems. Scientific research carried out in recent years is aimed 
at developing new storage technologies and battery designs that will allow for 
efficient and safe energy storage. 

Among the various methods of heat storage are direct heat storage, latent 
heat storage and thermochemical energy storage. The efficiency of TES depends 
on the properties of the selected heat storage materials, on the conditions in which 
these devices are used, and on the purpose for which they are used. 

4. Classification of heat storage technologies 
Modern TES technologies provide the ability to store heat or cold for hours, 
days, or even months. Global trends in efficiency, energy savings and security 
of energy systems are based on the principle of energy storage. Depending on 
how energy is stored, heat storage technologies are divided into: 
1. Technologies for transforming mechanical energy into thermal energy, such 

as hydroelectric power plants, steam turbines, Stirling engine. They are 
widespread, but are characterized by low efficiency, about 30%. Because 
there are thermodynamic limitations of power generation at temperatures be-
low 340°C, so they are not used in DHS systems.  

2. Low-temperature heat technologies. A considerable amount of heat is availa-
ble in the temperature range from 40 to 200°C, but there are difficulties in its 
use, which require a separate and in-depth study. Because low-temperature 
heat involves a smaller temperature gradient between two fluid streams, 
large heat transfer surfaces are required for heat transfer. This limits the eco-
nomic feasibility of their use, since it requires the use of a heat pump to in-
crease the temperature of the coolant. TES based on single-phase capacitive 
accumulation for seasonal or short-term accumulation of thermal energy al-
lows the use of heat or cold from natural sources and secondary energy re-
sources. Thermal accumulation is carried out by solid or liquid substances 
due to the heat capacity of the material. The capacity of heat storage in such 
accumulator’s ranges from 100 kW to hundreds of MW.  

3. Latent heat is the accumulation of thermal energy in the so-called latent TES 
systems, based on the use of materials with a phase transition. Phase-
transition materials can be of organic (high molecular weight paraffins, wax-
es and glycols) or inorganic origin (crystalline hydrates, salt hydrates and eu-
tectic water-salt solutions). Such materials have a high latent heat capacity. 
The limited use of thermal accumulators with phase transition can be ex-
plained by the low coefficient of thermal conductivity and excessive corro-
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siveness of inorganic materials, as well as the change in volume during melt-
ing of materials of organic origin. 

4. Hidden chemical energy utilization technologies based on adsorption pro-
cesses. Equipment for heat recovery from gas for low and medium tempera-
tures, using zeolites and silica gel as the working body. The heat transfer 
medium is air. Thermal energy storage can be daily, weekly, monthly or 
even seasonal.  

5. TES, the principle of operation of which is based on photochemical and 
thermochemical, thermoelectric reactions. Such TES have not found wide 
application and are currently at the stage of scientific research. However, 
new technologies are being developed that can produce electricity directly 
from heat, such as thermoelectric and piezoelectric generation with subse-
quent storage and application for heat carrier heating. 

5. Application of heat storage technologies in central heating systems  
In TES that in the future will be used in DHS systems include – main pipelines, 
heat pumps, stationary and mobile thermal storage.  

Central heating and hot water supply has a great potential for the use of 
main pipelines as TES, which is allowed by the current regulatory documents 
(Thermal networks 2009). While in Western Europe occupies about 10% of the 
total heating market, in Ukraine it reaches 70% (Poredos et al. 2011). Our re-
search shows that the use of heat supply networks as heat storage and optimiza-
tion of DHS system can reduce the total cost of primary energy up to 5%.  

In promising technologies of heat storage in central heating systems, also 
include heat pumps. However, investment in electric heat pumps is not attractive 
due to lack of support at the state level. Large capacity heat pumps for DHS are 
considered as an economic and energy efficient solution (David et al. 2017). 

Widespread stationary heat accumulators are used both in homes and in 
combination with thermal power plants, boilers and heat pumps in DHS. TES 
enables optimal management of the boiler load, reducing the consumption of 
fuel and energy resources and harmful emissions into the environment.  

Mobile thermal storage (M-TES) can be successfully used to combine 
several sources of thermal energy, combined into a single system. This is of 
particular importance, given the increasing use of renewable and secondary 
energy sources (Demchenko et al. 2020, Demchenko et al. 2020 september). 
Abroad, research work on mobile thermal energy storage for the utilization and 
utilization of industrial waste and excess heat for distributed users is underway, 
and the first commercial projects have been implemented. In Germany, for ex-
ample, Marco Deckert et al., has tested a system of two 20-foot tanks filled with 
sodium acetate trihydrate. The tested M-TES stores up to 2.0 MWh of heat. And 
Andreas Krönauer et al., presented the results of a year-long test, in which M-
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TES in a tank filled with 14.0 tons of zeolite, and has a heat storage capacity of 
2.3 MWh. 

Weilong Wang (Taiwan) investigated water storage tanks of direct and 
indirect heating filled with erythritol, which has a melting point of 118°C.  

The author's collective of laboratory "Processes and Technologies of 
Heat Supply" of ISTP of NAS of Ukraine created the prototype of mobile heat 
storage with heat productivity 1200 kW/H, Fig. 1. 

 

 

 

 
Fig. 1. Mobile thermal storage M-TES-0,5 MW 

 
Charging time is 4 – 6:00, discharging time is 10 – 12:00, the heat stor-

age capacity is 200 kWh, the average load power is 120 kW, the average dis-
charge power is 90 kW. Mobile container-type M-TES is equipped with a block 
heat point and heat storage tanks. 

For the first time in order to solve this problem a design of a mobile 
heat accumulator is proposed which consists of a dry cargo container in which 
an individual heat point is mounted and the accumulators are filled with a com-
bination of a material with a phase transition and hydrogels.  

The basic technological scheme of integration of heat accumulators into 
the heat supply system is shown in Fig. 2. 
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Fig. 2. Schematic flowchart of the integration of thermal accumulators in the heat 
supply system, where: 1 – TES an energy source, 2 – TES is a user 3 – TES of direct 
action, 4 – TES of transport network, 5 – TES of indirect influence on the distribution 
network, 6 – M-TES  

 
Demand-side management using heat accumulators is an effective 

method of managing district heating, which has investment attractiveness and 
contributes to decarbonization. Using TES, it is possible to reduce peak loads 
by up to 30% and reduce emissions and fuel consumption by up to 10%.  

Comparative characteristics of functional properties of modern energy 
system and the system based on the concept of Smart Grid demonstrates that the 
introduction of Smart Grid means the creation of intelligent distribution net-
work (Demchenko et al. 2019). This allows to achieve an increase in profitabil-
ity, reliability and failure-free operation with reduction of heat and coolant loss-
es in networks. These systems are aimed at improving operational efficiency, 
optimizing the distribution of load on the heating network. Implementation of the 
concept of Smart Grid is innovative in nature and reflects the transition to a new 
technological paradigm in the energy sector and the economy, will have a positive 
impact on energy independence.  

Fig. 3 shows the proposal of energy-saving innovations for district heat-
ing companies. So, at the level of use of fuel and energy resources is the transition 
to a multifuel balance. At the level of generation of heat, cold and electricity – it 
is proposed to widely use alternative and renewable sources. When transporting 
coolant – it is proposed to use accumulators for targeted dosed supply of heat or 
cold to the consumer with the help of mobile heat accumulators. 

When distributing heat – it is a quantitative-qualitative regulation, the 
use of a new method of transporting coolant by coaxial pipelines, developed in 
the laboratory of heat processes and technologies of the ITTF of the NASU.  
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It is supposed that the pipeline of the consumer coolant supply is locat-
ed inside another pipeline (Demchenko et al. 2016)  

Coaxial pipelines proposed for implementation can reduce heat losses 
almost 2 times. 

 

 
Fig. 3. Suggestions for energysaving innovations for district heating companies 

 
Advantages of a new way of a heatcarrier transportation consist in es-

sential reduction of means for construction of a heating network, possibility of 
use of existing pipelines at modernization of networks, reduction of a thickness 
of a layer of isolation. The length is less due to the reduction of the number or 
lack of expansion joints, the hydraulic stability of the operation, reducing the 
temperature drop and pressure in the network.  

At the consumer level, in addition to the thermomodernization of build-
ings, the transition to intermittent space heating, that is, heating only during the 
permanent stay of people in them and reducing the temperature during absence. 

' Transition to intermittent space heating 
' Thermal modernization of buildings 

{I of heat distribution 

' Use of accumulators of indirect action 
' Use of coaxial pipelines 

—[j.evel of heat carrler transport 

'Use of thermal and cooling storage 
'Metered supply of heat or cold to the customer by M-TES 

T 
' New generation heat generators 
' Accumulators of capacity type 

' Conversion to a multi-fuel balance 
' New types of fuel and energies 
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6. Conculusions and further reserche 
As a result of the analysis of existing district heating systems and the literature 
regarding new research on TES, the most promising proposals for energysaving 
innovations for district heating companies, according to the authors, are:  
- The search for new energy sources and the transition to a multifuel balance, 
- wide use of alternative and renewable sources and combination of TES, 
- use of accumulators for heat transportation, for targeted dosage delivery of 

heat or cold to the consumers by M-TES – quantitative and qualitative regula-
tion during heat distribution, use of new method of heat carrier transportation 
by coaxial pipelines, 

- in addition to the thermal modernization of buildings, a transition to the inter-
mittent heating of rooms, that is, heating only during the continuous stay of 
people in them at a comfortable temperature, followed by its reduction in their 
absence, is proposed. 

 
Prospective is the search for new discrete ways of heating with the help 

of mobile heat storages, allow to build a flexible heating system and minimize 
heat losses during transportation. Creation of new materials and application of 
natural materials with phase transition deserve special attention. 
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Abstract: The issues related to the emission of atmospheric pollutants during the 
provision of energy supply services and the circulation of household waste in 
settlements are considered. The ways of air pollution by toxic compounds and the 
formation of greenhouse gases with existing methods of waste heat treatment are 
analyzed. The issues of reducing the content of toxic emissions in combustion 
products are studied on the basis of a numerical experiment by means of 
computational fluid dynamics (CFD). The combustion processes in the power 
boiler TP-14A (E 220/100) are considered and adequate boundary conditions for 
the processes of aerodynamics, heat transfer and combustion of gas fuel are 
determined. The temperature, velocity and concentration fields in the furnace of 
the investigated boiler have been determined. According to the results of the 
calculations performed, the formation of chemical underburning and nitrogen 
oxides is predicted. 
Keywords: atmospheric pollution, combustion, nitrogen oxides,  
dioxins and furans, numerical modeling, computational fluid dynamics, 
pressurization mode, normative method 

1. Introduction 
Urban air pollution is a major risk factor for public health. The negative impact 
on the state of atmospheric air is the result of the constant interaction of people 
with the environment. A wide variety of sources contributes to the loss of air 
quality. These are transport, energy, industry and the entire complex of housing 
and communal services – residential complexes and consumer services for the 
population, down to the smallest. It is believed that from stationary sources 
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objects of large energy and municipal infrastructure (sewage treatment plants 
and MSW landfills) of the given settlement make the largest contribution to 
urban air pollution. The main pollutants in terms of mass emission (excluding 
greenhouse gases) are sulfur dioxide SO2, nitrogen oxides NOx and carbon 
monoxide CO. They account for up to 80%, the share of other homogeneous 
pollutants is less than 10%, the rest is solid suspended particles. 

With this traditional approach to considering the problem of cleanliness 
of the urban air environment, which is most important for the state of national 
health, the aspect of the toxicity of the pollutants emitted does not fall into the 
field of vision. Approaching the problem from this position, one can find the 
exaggeration of the influence of large energy facilities on the city air. The con-
stant replacement of large emission sources with many small-dispersed ones  
 from mini-CHPs and block boiler houses to individual heat generators in 
apartment buildings, has led to a decrease in the dominant role of centralized 
generation in air pollution. Now in Russia, the ratio of centralized and decen-
tralized heat supply can be estimated as 2: 1, and in terms of heat supply to the 
population, it is approaching parity. Note that NOx and CO represents toxic 
compounds of emissions from gas power generation, which belong to the class 
of moderately hazardous substances. This also leads to the equalization of the 
influence of the centralized and decentralized energy sectors on the formation of 
urban air pollution. At the same time, the issues of reducing the emission of 
nitrogen oxides in large-scale power engineering have been considered for more 
than half a century, and at present, the main methods are quite deeply worked 
out and are widely used. The progress of individual heat generators, especially 
the widely used condensing household boilers, has recently proceeded mainly 
along the line of increasing the fuel utilization factor, which, as is known, is 
achieved by methods directly opposite to the methods of reducing the genera-
tion of nitrogen oxides during gas combustion. In addition, large energy facili-
ties have high-rise pipes designed to dilute pollutants and remove them from the 
settlement, while emissions from small boiler houses and individual boilers 
remain in the immediate vicinity of their generating device. 

Calculations of the numerical ratings of emission sources, taking into 
account the toxicity of pollutants (Ziganshin 2019), also allow us to find that in 
terms of air pollution in cities, centralized and decentralized generating facilities 
and devices, taken together, are not ahead of housing and communal services 
enterprises dealing with the circulation of solid and liquid household waste. For 
example, at landfills of solid waste, the so-called «landfill» gas is formed anaer-
obically, the composition of which is only very rough information. At a large 
landfill, its output can be in the range of 2-5 thousand m3

/h, which is 3 orders of 
magnitude lower than the emission of flue gases from a thermal power plant. 
The main components (90% and more) of «landfill» gas can be, depending on 
the storage period of solid waste, carbon dioxide, ammonia, methane. At the 
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same time, the concentration of the latter can at times exceed the lower flamma-
ble limit, which in the USA and the EU has led to its use for power generation. 
However, the rest of its pollutants are represented by a variety of classes of 
chemical compounds, including furans and dioxins. For example, the analysis of 
landfill gas at the Kuchino landfill (Moscow region) made it possible to identify 
157 names of substances. Among them there are the following classes of chem-
ical compounds: hydrocarbons (saturated, unsaturated, cyclic non-aromatic, 
terpene, aromatic, polycyclic aromatic) – 74 names, total concentration from 61 
to 80 mg/m3; oxygen-containing (alcohols, ketones, ethers and esters, organic 
acids) – 53 items, total concentration from 24 to 44 mg/m3; sulfur-containing 
(sulfides, thiols, etc.) – 22 items, total concentration from 6 to 11 mg/m3; nitro-
gen-containing – 2 items, total concentration up to 0.6 mg/m3; chlorine – 3 items, 
total concentration from 0.18 to 2.1 mg/m3; furans and piranas – 2 names, total 
concentration from 0.17 to 1.2 mg/m3. Polychlorinated dibenzo-p-dioxins and 
dibenzofurans (PCDD/F) are chemically stable organic compounds. These are 
highly toxic pollutants that can accumulate in the tissues of organisms. Some of 
them (for example, 2,3,7,8-tetrachloro-p-dibenzodioxin) are extremely toxic, 
carcinogenic, cause hormonal disorders and damage to the immune system, which 
is especially dangerous in the context of a coronavirus pandemic (Bilalov et al. 
2019, Feng et al. 2018, Rigang et al. 2020). Therefore, the MPC for PCDD/F is an 
order of magnitude lower than the MPC for chemical warfare agents and is 7-8 
orders of magnitude lower than the MPC for NOx and CO, and the emission of 
1 mg of dioxin is commensurate with the emission of 10 tons of NOx. 

This means that the emission of 10 m3/h of «landfill» gas with a dioxin 
concentration of 1.2 mg/m3 in toxicity is equivalent to the emission of 400 thou-
sand m3/h of flue gases with a concentration of 300 mg/m3 NOx, which corre-
sponds to the operating parameters of one boiler at a TPP. 

The transformation of garbage in the furnaces of the steam generators of 
«garbage» TPPs takes place in an oxidizing mode. In this case, sulfur-, nitrogen- 
and phosphorus-containing chemical compounds of various toxicity are formed, 
up to chemical warfare agents, furans, and dioxins that exceed them in toxicity. 
Waste incinerators, including the most dangerous of them (medical waste inciner-
ators) are the main sources of supply of polychlorinated dibenzo-n-dioxins and 
dibenzofurans to the atmosphere. In such conditions, in order to reduce damage, it 
is possible to organize preliminary waste treatment to the high-temperature zone 
with the removal of chlorine compounds (Ziganshin et al. 2009). 

However, unauthorized fires in the places of collection and storage of 
solid waste, where preliminary processing is impossible, are also very danger-
ous sources. At the same time, incinerators and landfills are placed, as a rule, 
away from housing, while approximately the same set of chemical compounds 
is emitted directly into the air of a residential area during fires and arson at sites 
for temporary storage of household waste. 
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To reduce the formation of toxic compounds both when burning tradi-
tional fuel and when burning garbage, it is especially important to establish 
a sequence of elementary stages of transformation of the initial components in 
the thermo-oxidizing zone. Since during incineration the specific initial compo-
sition of the fuel is unknown, and when using household waste it is unstable, it 
is possible to establish a set of elementary stages of the radical chain mecha-
nism of thermal oxidation only empirically. The data available in the literature 
on the kinetics of reactions during waste incineration are insufficiently complete 
and sometimes contradictory. 

Recently, a lot of research has been carried out on the production of hy-
drogen from recycled plastic. Plastic waste from the city's waste collection sys-
tem is decomposed by thermal gasification. In this case, the organic part of the 
waste is converted into hydrogen, and carbon monoxide is also released. Carbon 
monoxide from this process is used to make carbon-based products. Hydrogen 
goes to the production of ammonia, goes to hydrogen gas stations, and is also 
used to generate electricity. 

Hydrogen is poised to decarbonize many sectors of our economy. It can 
be directly used in fuel cells for carbon-free power, or in gas turbines where its 
high energy density, higher auto-ignition temperatures and ability to lean-burn 
are favored. 

Simulating the combustion of hydrogen fuels with the ANSYS Fluent 
software can help the energy and aviation sectors achieve the low-carbon faster 
while saving costs. 

When burning waste with a temperature above 1200-1300°C, thermal 
oxidation of organic and organochlorine components of MSW in the presence 
of metals can occur together with the reduction of their oxides. In this case, in 
some cases, it is possible to create conditions for the joint thermal neutralization 
of toxic compounds, for example, for the reduction of hexavalent chromium 
compounds to trivalent (Bilalov & Ziganshin 2019). The intermediate products 
formed in the high-temperature zone react with each other to the final products 
upon cooling the zone itself, and PCDD/F are formed in the range from 650°C 
to 250°C (Tugov eta al. 2018). It is believed that their main part is condensed on 
ash suspended in combustion products, in connection with which it becomes 
especially important to use technologies with a high degree of purification of 
flue gases from suspensions (Belyaeva et al. 2019). In general, the scheme for 
the formation of PCDD/Fs is not fully known. Full-scale and numerical studies 
on the kinetics of reactions were carried out for a limited number of starting 
components (Hongting et al. 2018, Min et al. 2018). 

The presence of SO2 in the high-temperature zone of sulfur dioxide ul-
timately leads to a decrease in the concentration of PCDD/F in the combustion 
products. However, on the whole, the picture of their formation is not yet clear 
enough. Recommendations for reducing the generation of PCDD/F so far boil 



Numerical Modeling of Solid and Gaseous Fuel… 507
 

down to the following: the temperature in the combustion zone should be above 
1200-1300°C, with the residence time of gaseous products of the reactions of 
thermal destruction and oxidation of solid waste in the high-temperature zone 
for at least 2-4 s, followed by sharp cooling («Hardening») of combustion prod-
ucts up to 200°C. 

2. Methods 
The paper considers the results of numerical modeling of the furnaces of a steam 
boiler E-220/100 (TP-14A, manufactured by JSC TKZ «Krasny Kotelshchik») 
with a steam capacity of 220 t/h. Geometric modeling of the TP-14A furnace for 
studying the combustion of low-grade fuel and waste was carried out using the 
Gambit software product with the Exceed emulation environment. Firstly, a geo-
metrically accurate 3D model of the furnace with a cold funnel and all burners 
was performed (Fig. 1). 

 

 

Fig. 1. Construction of a 3D model of the TP-14A boiler combustion chamber in the 
Gambit program, geometrically accurate model of the TP-14A boiler combustion 
chamber 
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But due to difficulties in generating the grid using Gambit software, 
a simplified model of the combustion chamber was built, in which an unstruc-
tured hexahedral grid was generated (Fig. 2). 

The model was transferred to the Ansys Fluent processor. The movement 
of flows in the furnace was calculated on the basis of the Navier-Stokes relations 
(RANS), the convergence of the relations according to the two-parameter k-ε 
model. The task is non-isothermal, using the energy equation («Energy Equa-
tion») and the P1 radiation model. For combustion of coal dust and garbage parti-
cles in the TP 14A furnace, a compositional transport model based on the proba-
bility density function (PDF)  Composition PDF Transport. The average reaction 
rate is modeled using the Eddy-Dissipation model. The combustion model is 
adopted as the transfer of combustible reagents «Species Transport», the model of 
mixing the reaction components, as for the TP 14A furnace  vortex dissipation 
«Eddy-Dissipation». 

 

 

Fig. 2. Construction of a 3D model of the TP-14A boiler combustion chamber in the 
Gambit program, a simplified model with a generated computational grid 
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3. Simulation results 
Numerical modeling requires verification and validation using reliable experi-
mental data. The type of steam generator for modeling was selected from the 
condition of the possibility of verifying the results of modeling according to the 
data of (Kaverin 2017), where the test results of a similar steam generator at the 
Kumertau CHPP (Kaverin 2017) are considered. The physical adequacy of the 
created model in hydrodynamics is confirmed by the results of calculations of 
the pressure in the furnace, the values of which are close to atmospheric (Fig. 
3a), and the absence of reverse currents. The adequacy of the calculations of 
combustion processes is confirmed by the fact that the maximum yield of vola-
tiles and their most complete afterburning to CO2 occur above the level of the 
location of the burners (Fig. 3b, 3c). 
 

 
Fig. 3. Distribution of static pressure and content of volatile fuels and CO2  
in the TP-14A boiler furnace: a  calculated data on the distribution of static pressure 
in the boiler furnace, b  calculation results for the release of volatile fuels,  
c  the results of calculations on the afterburning of volatile fuels to CO2 
 

In recent decades, the ISAT (in situ adaptive tabulation) algorithm of 
adaptive tabulation of reactions has been practiced to study models of the com-
bustion process of domestic boilers operating on gas fuel, which has now been 
made a number of improvements to increase its stability and speed without re-
ducing the level of accuracy (Xie et al. 2018a, Xie et al. 2018b). However, they 
are adapted to internal combustion engines and need to be validated in the tran-
sition to boilers. 

Recent versions of ANSYS include redesigned Chemkin combustion ki-
netics code in the ANSYS Chemkin-Pro software package to simulate pollutant 
emissions with detailed and accurate descriptions of combustion processes, 
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taking into account the various properties of the fuel. Separate studies using 
Chemkin-Pro are available in the field of dioxin formation during combustion 
of halogen-containing compounds. They used 45- and 71-stage models of the 
formation of 1,3,6,8- and 1,3,7,9-TCDD (tetrachlorodibenzo-para-dioxins) from 
one starting compound 2,4,6-trichlorophenol. 

ANSYS Chemkin-Pro software is designed for detailed kinetic modeling 
of chemical mechanisms. The program is a set of tools for solving a wide range 
of tasks. With the help of this product, equations of state are solved, thermo-
physical properties and reaction rates are determined (Recording… 2019). 

To gain a deeper understanding of kinetic mechanisms, ANSYS Chemkin 
provides a Reaction Path Analyzer. 

Having a visual display of kinetic mechanisms when using the Reaction 
Path Analyzer tool gives an accurate understanding of the prevailing pathways 
of reactions. 

The ANSYS Chemkin Extinction Model provides fast and accurate calcu-
lations of flame decay rates to determine combustion stability. Attenuation is 
especially important to consider in premixed and low NOx combustion systems. 

ANSYS Chemkin's innovative particle tracing technology simulates par-
ticle nucleation, growth, aggregation and oxidation. Two independent tracing 
methods predict the average particle size and particle diameter distribution, 
which in turn can be used to predict the formation of soot or to optimize the 
particle production process. 

Many combustion system designers use combustion models that are 
based on Flamelet libraries. ANSYS Chemkin provides a robust and fast meth-
od for generating Flamelet libraries as input to CFD models. 

Combustion chamber modeling requires the resolution of complex geom-
etry, turbulent flow, heat transfer, and detailed chemistry. Typical CFD analysis 
is used to model chemical kinetics on detailed geometry, but with simplified 
chemical reaction models that do not accurately predict emissions and product 
stability. The simplified formulation used in CFD modeling chemical kinetics 
cannot fully resolve the release of harmful substances such as NOx, CO and 
unburned hydrocarbons. To allow the formation of these substances, it is neces-
sary to use detailed kinetic mechanisms with hundreds of components and thou-
sands of reactions. 

The Energico software module allows you to superimpose idealized 
chemical reactors on the flow field, which makes it possible to effectively apply 
detailed chemistry of combustion processes to accurately determine the for-
mation and destruction of components present in negligible concentrations. The 
use of equivalent reactor circuits makes it possible to represent the flow field in 
the form of a set of ideal mixing and ideal displacement reactors with appropri-
ate gas inlets and outlets. Energico directly transmits the results of the gas dy-
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namic calculation into an equivalent circuit that describes the prevailing flow 
distribution and recirculation zones. For each calculation step, Energico contains 
automated templates, as well as many additional parameters for fine-tuning. 

4. Conclusions 
Analysis of the ways of air pollution in the residential area shows that the nega-
tive role of large-scale energy storage in this issue is exaggerated. In connection 
with the continuing decentralization of heat supply to the housing stock, the 
contributions of large-scale energy and decentralized sources to the deteriora-
tion of the atmosphere are converging, and in aggregate they do not exceed the 
impact on the urban air environment of emissions generated during the handling 
of household waste, due to their toxicity.  

The developed numerical model of the combustion device of the TP-
14A steam boiler, despite some simplifications of geometry, showed physical 
adequacy and can be used for numerical studies of furnaces of heat sources with 
the constructive know-how of modern manufacturers, provided that solid fuel 
with characteristics close to standard is burned. 

With their significant deviation, it is difficult to predict the adequacy of 
modeling by the kinetics of thermal oxidation reactions, since at present there 
are no robust algorithms that provide acceptable accuracy of results when pro-
cessing models with a sufficient number of initial fuel components, and validat-
ed for steam generator furnaces. 

The use of professional ANSYS Chemkin software tools for solving 
combustion problems and flows with chemical reactions in the design of boilers 
allows us to understand and predict the chemical processes occurring in the 
system, which is of key importance in the development and calculations of 
thermal power plants. In addition, the emission of pollutants must be mini-
mized. It is very costly to carry out only field tests to accurately assess perfor-
mance, given the complexity of the structures and the shortened design time. 
Detailed chemical simulations are often critical to the cost-effective design of 
low-emission systems. 
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Abstract: This publication presents the test results of heavy metals and metalloids 
leachability from ground composite materials. The components of the obtained 
composites are peat and stabilizing binders in the form of fly ash and hydrated 
lime. The composites were designed to be used to stabilize low-bearing organic 
soil in the Lake Druzno basin in the area of Żuławy Elbląskie. The results of the 
leachability studies show that as the lime hydrated in the composition of the 
composite increases, the leachability of heavy metals and metalloids decreases. 
The decrease in the leachability of these elements is also influenced by the 
increase in the pH value. The results of heavy metals and metalloids leachability 
from composites as well as the obtained pH values make it possible to conclude 
that they are neutral to the ground environment and can be used in engineering 
practice under specific conditions in the area of Żuławy Elbląskie. 
Keywords: Leachability, heavy metals, metalloids, peat, fly ash, hydrated lime, 
pH value 

1. Introduction
Heavy metals play a major role in pollution and environmental degradation. The 
type, concentration and distribution of them in the soil depends on many natural 
factors such as granulometric composition, hydrogen ion content, organic mat-
ter content, soil type as well as geological and soil processes (Kończak-
Konarkowska & Kuziak 2000). Environment is also affected by anthropogenic 
factors such as industrial contaminants and agrotechnical activities (Baran 2000, 
Kanakaraju et al. 2019, Skwaryło-Bednarz et al. 2014, Zorluer 2020). 

Reinforcing the substrate with various stabilizers can increase the con-
tent of heavy metals in the ground. The ground composite material stabilizing 
the substrate should be selected so that it has established physical and mechani-
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cal properties. It is a common practice to use easily available materials in the 
vicinity of the construction site as components of composites. Cement, lime and 
gypsum, blast furnace slag, fly ash or mixtures of these materials are used as 
binders (Hayashi et al. 2005, Rathore et al. 2018, Timoney et al. 2012). This has 
a direct impact on the technologies of execution and, above all, on the economic 
effect (Afrin 2017, Al-Tabbaa 2005, Cortellazzo et al. 1999).  

The purpose of the research is to select the optimal stabilizer in such  
a way that the resulting ground composite material has the assumed physical 
and mechanical properties. 

The basic criterion for the applicability of composites should be their 
neutral environmental impact. This is particularly important in areas that are 
protected e.g., under EU or national programmes and in areas bordering national 
or landscape parks. 

Important factors influencing solubility, adsorption and the presence of 
heavy metals in the porous solution are the content of hydrogen ions and organ-
ic matter. As the pH value decreases, their mobility increases (Wójcik 2009). 
Therefore, it is important to choose a stabilizer that will simultaneously stabilize 
the soil and increase its pH value (Jonczy et al. 2014, Kopańska & Dudziak 
2015, Sybilski & Kraszewski 2004).  

The purpose of the work is to assess the possibility of using ground 
composite materials, peat – fly ash – lime, in the basin of Lake Druzno in the 
area of Żuławy Elbląskie in terms of the content of heavy metals and metal-
loids and assessing their impact on environmental pollution. 

The parameter assessing the degree of risk will be the leachability of 
heavy metals and metalloids from ground composite materials.   

The phenomenon of leachability is the process by which soluble com-
ponents change from solid material to liquid as a result of percolation or diffu-
sion (Makowska et al. 2018). 

2. Methods and materials 
Composites made from the base material in the form of peat taken from the 
basin of Lake Druzno, Żuławy Elbląskie, and stabilizing materials in the form 
of fly ash and hydrated lime, were used for the study.  

The selection of stabilizing binders was carried out on the basis of pre-
liminary tests aimed at determining the amount of stabilizer in terms of binding 
properties and with a view to economic viability. 

Peat (P) was taken by means of a drill from the depth of 0-2 m and ad-
ditionally with mechanical equipment directly at the site of the excavation. The 
collected peat was mixed and then subjected to detailed laboratory tests. 

A thermogravimetric method with the temperature range 105-650°C 
was used to determine the organic matter content of the base material. The for-
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mulas in PN-88/B-04481 were used to calculate natural humidity, density and 
porosity. The organic matter content was used to calculate the density of the 
ground skeleton using empirically established correlation relations (Borys 1993). 
The potentiometric method determined the concentration of hydrogen ions con-
tained in the peat solution using an Elmetron CX-701 electronic pH meter. The 
degree of decomposition was determined on the Van Post scale (Post 1922). 
The results of the tests can be found in Table 1. 

 
Table 1. Physical and chemical properties of peat and organic matter content 
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Fly ash (FA) from the Elbląg Power Plant was used to make ground 

composite materials. It is obtained by gravity using fans blowing it out from 
under the furnace. Fly ash is formed by burning coal dust of type 32 MIIA in 
dust boilers. The tests of the chemical composition of fly ash carried out by 
means of the Thermo iCAP 6500 Duo ICP plasma spectrometer is shown in 
Table 2. The calculated specific density was 2298.32 kg/m3 and the specific 
area was 364.78 m2/kg. Le Chatelier method and Blaine method (Żygadło & 
Wozniak 2009) were used in the calculations, respectively. On the basis of the 
data obtained, the tested fly ash can be classified as silicate ash and the category 
A due to roasting losses of 3.71%. A radioactivity determination was also made 
with background radiation of 0.14 μSv/h. The ash showed 0.21 μSv/h, i.e., con-
tains only trace quantities of radioactive elements. 

 
Table 2. Chemical composition of fly ash 

 
Dry-slaked hydrated lime (HL), commercially named “Bielik”, was also 

used to stabilize peat and is referred to as building lime EN 459-1 CL 90-S 

Ingredient SiO2 Fe2O3 Al2O3 Mn3O4 TiO2 CaO MgO SO3 P2O5 Na2O K2O BaO SrO 

Quantity 
[%] 56.5 6.9 18.6 0.12 0.86 4.74 2.81 0.48 0.41 0.72 3.08 0.16 0.07 
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(Karta charakterystyki 2018). Hydrated lime consists of CaO – min 92%, MgO 
– max 1%, SO3 – max 0.5% and CO2 – max 2.5%. 

15 mixtures were designed, taking the ratio of fly ash mass to peat 
(FA/P) and hydrated lime to peat (HL/P) as shown in Table 3. The ingredients 
were mixed using a mechanical mixer which mixed the ground with the stabi-
lizer for about two to three minutes to obtain a homogeneous mass. The mixed 
ingredients were placed in cubic forms measuring 150x150x150 mm. The formed 
samples were cured in a tightly closed container with access to water, where the 
relative vapour pressure p/po ≈ 1. 

 
Table 3. Composition of ground composite, peat – fly ash – lime hydrate in mass ratio 

Composite FA/P HL/P 

C1 0.25 0.0125 

C2 0.25 0.025 

C3 0.25 0.0375 

C4 0.25 0.05 

C5 0.25 0.0625 

C6 0.50 0.025 

C7 0.50 0.05 

C8 0.50 0.075 

C9 0.50 0.1 

C10 0.50 0.125 

C11 0.75 0.0375 

C12 0.75 0.075 

C13 0.75 0.1125 

C14 0.75 0.15 

C15 0.75 0.1875 
 
The test of heavy metals leachability from ground composite material 

and fly ash was carried out in the accredited Laboratory of Advanced Environ-
mental Analysis of the Elbląg Technology Park.  

The test material was taken from samples which were cured for 28 days 
under laboratory conditions in a sealed container with access to water, where 
the relative vapour pressure p/po ≈ 1.  
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According to the instruction, the preparation of the test water extract 
(RRM 2000) consisted in taking from each sample approximately 1 kg of com-
posite which was dried at 105°C and then sifted through a standard woven sieve 
with square meshes No. 10. The sample of fly ash was taken and prepared in the 
same way. 0,1 kg samples were weighed from the sifted mass of composites and 
ash, placed in a flask and then flooded with distilled water in a mass ratio of 
1:10. The tightly closed flask was shaken on the laboratory shaker for 4 hours. 
After 12 hours, the shaking process was repeated for 4 hours and then the sus-
pension was left for 6 hours. The prepared suspension was filtered through 
a membrane filter with pores of 0.45 μm using a pressure-reduced filtration 
apparatus. The obtained (water extract) 10 ml of filtrate was mineralised with 
7 ml of nitric acid and 3 ml of hydrogen peroxide. The process of mineralisation 
was carried out in a 1800 W Milestone Ethos One microwave mineraliser for 
20 minutes at 205°C. 

The concentration of the following metals and metalloids in the samples 
was determined: arsenic, cadmium, general chromium, copper, lead, molyb-
denum, nickel, vanadium, zinc, selenium, cobalt, iron, manganese. The test was 
performed in accordance with PN-EN ISO 17294-2:2016 by means of a mass 
spectrometer with inductively aroused plasma ICP-MS Agilent Technologies 
7700x. Certified solutions and formulas conforming to the above standard were 
used during the test. 

The prepared water extracts were also used to carry out tests on the hy-
drogen ion content by means of the Elmetron CX-701 pehameter with a measur-
ing range of 3 to 20 pH and a measurement accuracy of up to 0.001 pH. The 
electrode used in the test was Elmetron EPP-1 designed to test both pure and 
contaminated liquids. Before each subsequent test of the individual composites, 
the device was calibrated using calibration solutions. 

3. Test results 
Strengthening soil with fly ash can pose a risk of environmental pollution from 
heavy metals. The permissible content of heavy metals, whether in waste mate-
rial itself or in surface water, soil and ash itself resulting from the combustion of 
coal, is regulated by standards and regulations (DSO 1999, RMG 2015, 
RMOŚZNL 1995, RRM 2016, Sybilski & Kraszewski 2004). Coal-burning 
ashes are not classified as hazardous waste but, at the same time, due to their 
heavy metal content, cannot be considered neutral (RRM 2014). Table 5 shows 
the limit values of heavy metal content for surface water, non-hazardous waste 
and fly ashes (DSO 1999, RMG 2015, RMOŚZNL 1995, Sybilski & 
Kraszewski 2004). The test of heavy metal leachability from ground composite 
materials was carried out twice for each composite and for fly ash, and the ob-
tained results are presented in Table 4 as the arithmetic means. 
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Table 5. Acceptable concentrations of heavy metals for selected environmental 
conditions (DSO 1999, RMG 2015, RMOŚZNL 1995, Sybilski & Kraszewski 2004) 

Element 
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I II III 

Total Chromium [Cr] 1 – – – 0.1 

Nickel [Ni] 1 <1.0 0.1 

Copper [Cu]  5 <0.05 1.00 

Zinc [Zn] 5 – – – 3.0 

Arsenic [As]  0.2 <0.05 <0.2 0.1 

Selenium [Se]  0.05 <0.01 0.05 

Molybdenum [Mo]  1 – – – – 

Cadmium [Cd]  0.1 <0.05 <0.05 <0.05 – 

Antimony [Sb]  – – – – – 

Barium [Ba]  10 – – – 1.00 

Mercury [Hg]  0.02 <0.001 <0.05 <0.01 0.005 

Lead [Pb]  1 <0.05 0.1 

 
In the test samples of all ground composite materials and fly ash, the 

content of heavy metals such as cadmium, total chromium, lead, molybdenum, 
nickel, vanadium, zinc, cobalt, iron and metalloids such as arsenic, selenium 
and antimony was mostly lower than acceptable concentrations for selected 
environmental conditions, as shown in Table 4. As research by the Research 
Institute of Roads and Bridges (Sybilski & Kraszewski 2004) shows, the labora-
tory conditions in which samples are prepared and experiments conducted are 
more conducive to leachability than under natural environmental conditions. 

The amount of selenium and copper in the composite samples tested 
slightly exceeds the limit values for surface water contamination indicators. The 
copper content of the fly ash itself is lower than in the ready-made composites. 
This might be due to the fact that copper is a compound strongly bonded by an 
organic substance in the ground (Konarkowska & Kuziak 2000). The same is 
true of selenium whose larger amounts are found in soils rich in organic matter 
(Niedzielski et al. 2000). 
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No nickel and zinc compounds were detected in the fly ash. However, 
trace amounts of zinc can be found in selected composites. The zinc content, 
which occurs naturally in the ground, changes together with the organic matter 
content in the composites, as shown in Table 4. In composites with the smallest 
amount of organic matter zinc was not detected.  

In the all tested composite materials the pH value after 28 days of cur-
ing was above 9. The lowest value, i.e., 9.93, was obtained by the C1 composite 
with the smallest amount of fly ash and hydrated lime. The highest pH value, 
i.e., 12.88, was obtained by the C15 composite, where the stabilizer content was 
the highest. The pH value of the tested peat was 6.5, fly ash 12.30 and the hy-
drated lime 13.02. The increasing pH values are undoubtedly related to the addi-
tion of increasing amounts of stabilizer which minimizes the acidic reaction of 
peat. The pH values of all composites are shown in Table 6. 
 
Table 6. PH values of ground composite material, peat – fly ash – hydrate lime 

Composite pH value 
C1 9.93 
C2 10.74 
C3 11.63 
C4 11.97 
C5 12.31 
C6 12.23 
C7 12.50 
C8 12.59 
C9 12.68 

C10 12.81 
C11 12.30 
C12 12.47 
C13 12.69 
C14 12.81 
C15 12.88 

 
It can be seen that in composites with the highest content of hydrated 

lime, the content of heavy metals is significantly lower. This fact has been con-
firmed by the research conducted in the Institute for Road and Bridge Research 
(Sybilski & Kraszewski 2004). It has shown that adding lime, which increases 
the pH value, also influences the reduction of heavy metal leachability from fly 
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ash. This is particularly important while building roads where there is a possi-
bility of high hydration of the substrate (Sybilski & Kraszewski 2004). 

Based on the results of studies as well as literature of the subject, it can be 
concluded that the low leachability of heavy metals and metalloids is related to 
the high pH value (Desfitri et al. 2020, Leelarungroj et al. 2018). The reduction of 
heavy metals can also be the result of a pucolanic reaction and the formation of 
the CSH phase and ettryngite (Leelarungroj et al. 2018, Liu et al. 2018). 

Therefore, it can be assumed that environmental pollution while 
strengthening organic soil with fly ash and lime, in the area of Elbląg Żuławy, 
and the Druzno Lake Basin in particular, might be of no practical importance. 
The use of these stabilising materials does not pose any threat to the environ-
ment, cultivated soils and humans. As a result, they can be used to strengthen 
organic soil (Filipiak 2013) for road construction and low volume structures in 
the area. 

4. Conclusions 
On the basis of the presented results of the studies, the following conclusions 
can be drawn:  
- The low heavy metal and metalloids leachability from composites makes it 

neutral for the ground environment, which is important because these sites 
are protected under the Nature 2000 Programme (Szablon projektu 2013). 

- The amount of leachable heavy metals and metalloids decreases with an 
increased amount of stabilizer. The smallest amounts of leachable metals 
and metalloids were obtained for composite C15, which is the optimal ratio 
of fly ash to peat FA/P = 0.75 and lime hydrated to peat HL/P = 0.1875. 
This is evident in case of mercury, where its quantity in composite C1 is 
0.00129 mg/l and in composite C15 is 0.00023 mg/l. 

- The addition of hydrated lime increases the pH value, which is associated 
with a decrease in the leachability of heavy metals and metalloids. 

- The decrease in the amount of heavy metals and metalloids in compo-sites 
can also be the result of a pucolanic reaction and the formation of the CSH 
phase as well as ettryngite. 

- The use of fly ash for strengthening the organic ground substrate in the area 
of the Lake Druzno basin might be one of the ways of managing the energy 
products of coal combustion from the Elbląg Power Plant. It can also con-
tribute to reducing environmental pollution with stored material. 

- Further work concerning the analyzed issue should consist in testing the 
water permeability of composite materials, which might be one of the pa-
rameters assessing the flow rate of heavy metals. 
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Abstract: The objective of the study reported here was to compare voivodships in 
terms of forest area, forest regeneration area, afforested area, thinned forest area 
and natural forest regeneration area Main Statistical Office data for Polish 
voivodships was analysed. It included forest area, natural forest regeneration and 
silviculture activities (forest regeneration, afforestations and thinning) in all 
forests, state-owned forests and privately-owned forests. Voivodships were 
compared using the arithmetic mean, the indicator of structure, the average rate of 
change, principal component analysis and cluster analysis. Principal Component 
Analysis, revealed that state-owned forest area, forest regeneration in state forests, 
total forest regeneration, and thinning in state-owned forests had the greatest share 
in the multivariate variation among voivodships analysed in terms of forestry. 
Cluster analysis yielded two groups of voivodships. The voivodships in the first 
group had a higher average total forest area, area of state-owned forests, total area 
of forest regeneration and forest regeneration in state-owned forests, area of 
natural forest regeneration and thinning in state-owned forests. On average, 
forests of voivodships which formed group 2 included less privately-owned 
forests in which fewer forest regeneration and afforestation activities had been 
conducted. Opolskie and Śląskie Voivodships as well as Łódzkie and 
Świętokrzyskie Voivodships were the most similar in terms of all the analysed 
characteristics. 
Keywords: forest area, forest regeneration, afforestation, thinning, voivodship 
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1. Introduction 
The forest area in Poland in 2019 was 9,258.8 th ha (Rocznik… 2020). Increas-
ing forest cover is a permanent element of spatial, ecological and economic 
policy of the country. The forested area in Poland has constantly been growing 
since World War II (Sobczak 1996). Forest cover increased from 20.6% in 1946 
to 29.6% in 2019 (Broda 2000, Polna 2017, Leśnictwo… 2017, Rocznik… 
2020). The State Forests National Forest Holding manages 76.9% total forest 
area, privately-owned forests cover 19.3% and the remaining 3.8% is made up 
of e.g.: forests in National Parks and community-owned forests. In the Europe-
an Union, Poland is at+ the forefront of countries with the greatest forest area. 
Of all the forests in Poland, lowland forests cover 7.8 million ha (85% forest 
area), highland forests – 600 thousand ha, and mountain forests – 795 thousand 
ha (Jagodziński 2019). 

Despite the leading position of Poland in Europe, all the neighbouring 
countries (excluding Ukraine – 16.7%) have a higher percentage of forests in 
the land area (Poland – 30.8%) which is 32.8% in Germany, 34.5% in the Czech 
Republic, 36.4% in Lithuania, 40.4% in Slovakia, and 44.5% in Belarus 
(Leśnictwo… 2017). 

Afforestation is defined as an initiation of the forest establishment pro-
cess and regeneration (restoration of community structure and function due to 
internal forces) of the forest ecosystem in the place where, for a variety of rea-
sons and at a different time, the forest was replaced with other land use forms. 
Both forests and forested areas should be attended to, that is subjected to vari-
ous practices and actions to control tree stand development. Thinning, being one 
of such practices, conditions structural diversity, dynamics of development and 
productivity of tree stands (Brzeziecki 2005, Lockow 2003). In forestry, thin-
ning is defined as the selective removal of trees which is mainly conducted in 
order to improve the growth rate or take care of the health of the remaining 
trees. Forest areas developing in this way play many important environmental 
and economic roles which include: nature and landscape protection, strengthen-
ing and expanding the forest functions contributing to water and air protection, 
reduction of the 'greenhouse effect' and counteracting global climate change, 
enhancing the aesthetic and recreational advantages of the environment, rehabil-
itation of contaminated and degraded land, implementation of spatial manage-
ment policy, land use rationalisation, management of regional development and 
rural area development in an economic sphere (Gorzelak 1999, Falencka-
Jabłońska 2012, Wysocka-Fijorek 2020). 

Research indicates that from the point of view of land use structure and 
environment management in Poland and the present stage of civilisation devel-
opment, rational forest cover should be 33-34% (Kwiecień et al. 2002). Affor-
estations are conducted based on the 'The National Programme of Increasing 
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Forest Cover' (1995). It assumes the proper conditions will be created to in-
crease Poland's forest cover to 30% in 2020 and to 33% in 2050. The pro-
gramme outlines an optimum distribution of afforestation, establishes ecological 
and economic priorities and instruments necessary to achieve them. Particular 
stress is placed on strengthening environmental functions (water and soil con-
servation, nature protection). Based on the established criteria, afforestations 
carried out in Wielkopolskie and Kujawsko-pomorskie Voivodships are most 
preferred, and those in Opolskie, Dolnośląskie and Śląskie Voivodships – the 
least preferred (Krajowy… 2003, Kaliszewski et al. 2016). 

Forests, like other ecosystems, are largely shaped by human activity 
(Vitousek et al. 1997, Bomanowska, Kiedrzyński 2011). The worldwide con-
cern for the state of forests, the need for their protection and sustainable man-
agement of forest resources manifest themselves in international conventions 
pertaining to forests and environmental protection (Paschalis 1992, Paschalis-
Jakubowicz 2011). Sustainable management of forests requires suitable tools 
which make it possible to implement the overall rules adopted in strategic doc-
uments (Rykowski 2006, Wijewardana 2008). It is necessary to adjust forest 
management and use concepts to new conditions (Gil et al. 2002, Golos 2008). 

One of basic tasks of modern forestry is to sustainably meet the needs 
of the society by permanent maintaining and rational utilisation of forest re-
sources. In order to achieve these tasks, constant control of the effects of human 
interference with forests ecosystems (Stępień 1995), particularly when there is 
growing demand for information about forests (Vidal et al. 2008, Talarczyk 
2015) and changing expectations of the society as to the functions forests fulfil 
(Paschalis-Jakubowicz 2011). A proper assessment of the forest's condition re-
quires a clearly defined system of indicators matching the spatial scale of under-
taken activities (McElhinny et al. 2005, Motz et al. 2010, Jabłoński et al. 2017). 

The Ministerial Conference on the Protection of Forests in Europe 
(MCPFE), at present referred to as Forest Europe, is indicated as the major ini-
tiative of European countries in terms of improving and assessing the perma-
nently sustainable forest management (Paschalis-Jakubowicz 2010). Thus, there 
is a need for an assessment of forests and forest management. Forest area and its 
temporal changes are one of basic indicators referred to by authors (State… 
2011, Baycheva et al. 2013, Jabłoński 2015). The forest area in Poland under-
goes an annual assessment within the programmes of examining public statistics 
(Rozporządzenie … 2014, Jabłoński 2015), and the results are presented in Sta-
tistics Poland (SPL) Yearbooks (Leśnictwo… 2017; Ochrona… 2013). 
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2. Materials and methods 
Data for the years 2015-2019 published in SPL Yearbooks was analysed (GUS 
2016, 2017, 2018, 2019). 

The first step of the analysis involved calculation of arithmetic means 
and indicators of structure for all the examined characteristics. In order to study 
temporal changes in phenomena, an average rate of change (tz) was calculated 
according to the formula (Sobczyk 2007): 𝑡𝑧 = ൫𝑦ത௚ − 1൯ (1) 

where: 𝑡𝑧 – average rate of change; 𝑦ത௚ – geometrical mean of chain indices for 
2015-2019 calculated as follows: 𝐼 = ௬೙௬೙షభ  (2) 

where: I –index of dynamics, y1 – value of the phenomenon in the study period, 
y0 – value of the phenomenon in the base period.  

 
In order to determine the multivariate variation of objects (voivodships) 

in terms of 11 characteristics, principal component analysis (PCA) was em-
ployed. The following variables were selected: X1 – total forest area, X2 – state-
owned forest area, X3 – privately-owned forest area; X4 – total forest regenera-
tion; X5 – forest regeneration in state-owned forests; X6 – forest regeneration in 
privately-owned forests; X7 – total afforestation; X8 – afforestation in state-
owned forests; X9 – afforestation in privately-owned forests; X10 – natural forest 
regeneration in state-owned forests; X11 – thinning in state-owned forests. 

The principal components whose eigenvalues were greater than 1 (ac-
cording to Kaiser criterion (1958) were interpreted. Next, in order to divide 
voivodships into groups with similar parameters reflecting silvicultural activi-
ties undertaken in forests, cluster analysis was carried out by means of Ward's 
method, the Euclidean distance being chosen as a measure of multivariate dis-
similarity of objects. 

To obtain clusters, the dendrogram was divided following Mojena rule 
according to which the cut-off level is the length of the bond for which the fol-
lowing is true (Milligan and Cooper 1985):  d୧ାଵ > dത + ksୢ; (3) 

where: dത  and sୢ  are, respectively, mean and standard deviation of di and k is 
a constant ranging from 2.75 to 3.50 (Mojena 1977). Following Milligan and 
Cooper (1985), the value k = 1.25. 
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3. Results and discussion 
Analysis of values presented in Table 1 revealed that the highest total forest 
area was in Zachodniopomorskie Voivodship (indicator of structure – almost 
9%), followed by Mazowieckie (almost 9%), Warmińsko-mazurskie and 
Wielkopolskie Voivodships (8.4% for both).  

By contrast, the lowest area was found for Opolskie Voivodship (indi-
cator of structure – less than 3%). The total forest area remained unchanged 
throughout the study period as reflected in the value of average rate of change 
(0.0%). The same situation was found for state-owned forests. The greatest total 
forest area was in Zachodniopomorskie Voivodship (indicator of structure  
– almost 11%) followed by Lubuskie (9.4%) and Pomorskie Voivodship (more 
than 8%). The smallest area of state forests was found in the Małopolskie Voi-
vodship (indicator of structure – below 3%. The average rate of change in voi-
vodships was 0.0%, too. For privately-owned forests, they covered largest area 
was in Mazowieckie followed by Lubelskie and Podlaskie Voivodship (21%, 
more than 13%, and more than 11%, respectively). The lowest value was for 
Lubuskie and Opolskie Voivodships (less than 1%). The average rate of change 
in the area of privately-owned forests was the greatest (1.2%) in Zachodniopo-
morskie and Warmińsko-mazurskie Voivodship. The rate indicates that the av-
erage yearly increase in the area of privately-owned forests was 1.2%. Moreo-
ver, in 10 voivodships, the average increase was 1%. 

 
Table 1. Arithmetic mean (thousand ha), index of structure (Ws %) and average rate 
of change (tz %) for total forest area, privately-owned forest area and state-owned forest 
area in individual voivodships in 2015-2019 

Voivodship Total State-owned Privately-owned 𝑥̅ Ws tz 𝑥̅ Ws tz 𝑥̅ Ws tz 
Dolnośląskie 580.3 6.5 0.0 552.2 7.8 0.0 21.0 1.2 1.1 
Kujawsko-Pomorskie 420.5 4.7 0.0 367.5 5.2 0.0 49.4 2.8 1.0 
Lubelskie 570.4 6.4 0.0 328.8 4.6 0.0 240.3 13.5 1.0 
Lubuskie 682.6 7.6 0.0 667.7 9.4 0.0 12.8 0.7 1.1 
Łódzkie 384.8 4.3 0.0 246.7 3.5 0.0 134.8 7.6 1.1 
Małopolskie 400.5 4.5 0.0 199.0 2.8 0.0 189.8 10.7 1.0 
Mazowieckie 795.3 8.9 0.0 419.6 5.9 0.0 373.3 21.0 1.0 
Opolskie 247.0 2.8 0.0 232.7 3.3 0.0 12.8 0.7 1.1 
Podkarpackie 638.3 7.1 0.0 488.6 6.9 0.0 121.4 6.8 1.0 
Podlaskie 586.7 6.5 0.0 380.9 5.4 0.0 204.3 11.5 1.0 
Pomorskie 653.2 7.3 0.0 572.7 8.1 0.0 77.2 4.3 1.0 
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Table 1. cont. 

Voivodship Total State-owned Privately-𝑥̅ Ws tz 𝑥̅ Ws tz 𝑥̅ Ws tz 
Śląskie 388.0 4.3 0.0 305.3 4.3 0.0 79.0 4.4 1.0 
Świętokrzyskie 321.6 3.6 0.0 225.0 3.2 0.0 95.5 5.4 1.0 
Warmińsko-Mazurskie 753.9 8.4 0.0 688.8 9.7 0.0 61.8 3.5 1.2 
Wielkopolskie 752.5 8.4 0.0 662.3 9.3 0.0 84.5 4.8 1.0 
Zachodniopomorskie 797.5 8.9 0.0 771.7 10.9 0.0 21.3 1.2 1.2 
Source: Own compilation based on SPL data. 

 
The largest area of total forest regeneration (Table 2) was observed in 

Wielkopolskie Voivodship (share in the structure – more than 10%), it being 
slightly lower in Zachodniopomorskie and Lubuskie Voivodships (respectively, 
almost 10% and more than 9%). The lowest area of forest regeneration was 
found in Małopolskie Voivodship (share in the structure – 2.1%). 
Table 2. Arithmetic mean (ha), indicator of structure (Ws %) and the average rate 
of change (tz %) for total forest regeneration in state- and privately-owned forests by 
voivodships, in 2015-2019 

Voivodship 
Total State-owned Privately-owned 𝑥̅ Ws tz 𝑥̅ Ws tz 𝑥̅ Ws tz 

Dolnośląskie 4401 7.7 -1.0 4349.6 8.0 -1.0 13.4 0.7 -45.9 
Kujawsko-Pomorskie 3337 5.8 16.4 3233.2 5.9 16.0 93.5 5.0 31.1 
Lubelskie 2554 4.5 1.1 2462.2 4.5 1.6 89.7 4.8 -11.9 
Lubuskie 5258 9.2 4.0 5244.8 9.6 4.0 10.0 0.5 4.1 
Łódzkie 2166 3.8 4.5 2070.6 3.8 4.1 69.0 3.7 11.4 
Małopolskie 1541 2.7 -10.2 1120.4 2.1 -12.2 245.3 13.1 -9.9 
Mazowieckie 3738 6.5 1.3 3492.6 6.4 1.7 237.1 12.6 -4.2 
Opolskie 2182 3.8 -3.0 1770.4 3.2 -2.9 18.6 1.0 -15.1 
Podkarpackie 3275 5.7 -7.4 2988.8 5.5 -7.9 183.2 9.8 -5.1 
Podlaskie 2441 4.3 1.9 2284.4 4.2 1.3 149.7 8.0 11.3 
Pomorskie 5103 8.9 16.9 4835.4 8.9 14.9 264.2 14.1 59.1 
Śląskie 2947 5.1 -0.2 2793.2 5.1 0.3 144.8 7.7 -10.5 
Świętokrzyskie 1778 3.1 -2.6 1615.4 3.0 -3.2 162.2 8.6 3.9 
Warmińsko- 5016 8.7 1.5 4947.8 9.1 1.7 51.6 2.8 -15.2 
Wielkopolskie 5925 10.3 2.0 5749.1 10.5 1.9 92.8 4.9 -7.9 
Zachodniopomorskie 5673 9.9 1.6 5616.2 10.3 1.7 52.1 2.8 -17.3 

Source: Own compilation based on SPL data. 
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The highest rate of change in the value of this characteristic was ob-
tained for Pomorskie and Kujawsko-pomorskie Voivodships (respectively, al-
most 17% and over 16% per year, on average, the highest drop in the value of 
this characteristic (-10.2%) being observed for Małopolskie Voivodship. In 
state-owned forests, the greatest area of forest regeneration was confirmed in 
Wielkopolskie and Zachodniopomorskie Voivodships (respectively, 10.5 and 
10.3%). The lowest area planted to forest regeneration was found in Małopol-
skie Voivodship (share in the structure – 2.1%). The greatest rate of change was 
associated with Kujawsko-pomorskie Voivodship (16% increase per year, on 
average) and Pomorskie Voivodship (almost 15%). The greatest drops in the 
area of forest regeneration were determined in Małopolskie Voivodship (more 
than -12% per year, on average). 

 
Table 3. Arithmetic mean (ha), indicator of structure (Ws %) and the average rate 
of change (tz %) for total afforestations in state- and privately-owned forests 
by voivodships, in 2015-2019 

Voivodship 
Total State-owned Privately-owned 𝑥̅ Ws tz(%) 𝑥̅ Ws tz(%) 𝑥̅ Ws tz(%) 

Dolnośląskie 4401 7.7 -1.0 77.7 4.6 -13.2 13.4 0.7 -45.9 
Kujawsko-Pomorskie 3337 5.8 16.4 83.8 5.0 -20.4 93.5 5.0 31.1 
Lubelskie 2554 4.5 1.1 154.9 9.2 -9.5 89.7 4.8 -11.9 
Lubuskie 5258 9.2 4.0 75.8 4.5 40.0 10.0 0.5 4.1 
Łódzkie 2166 3.8 4.5 105.6 6.3 -9.3 69.0 3.7 11.4 
Małopolskie 1541 2.7 -10.2 31.1 1.8 27.7 245.3 13.1 -9.9 
Mazowieckie 3738 6.5 1.3 161.0 9.6 -22.8 237.1 12.6 -4.2 
Opolskie 2182 3.8 -3.0 23.5 1.4 -16.4 18.6 1.0 -15.1 
Podkarpackie 3275 5.7 -7.4 127.8 7.6 -40.6 183.2 9.8 -5.1 
Podlaskie 2441 4.3 1.9 125.8 7.5 -20.8 149.7 8.0 11.3 
Pomorskie 5103 8.9 16.9 121.5 7.2 2.7 264.2 14.1 59.1 
Śląskie 2947 5.1 -0.2 11.6 0.7 12.8 144.8 7.7 -10.5 
Świętokrzyskie 1778 3.1 -2.6 93.6 5.6 -5.2 162.2 8.6 3.9 
Warmińsko-Mazurskie 5016 8.7 1.5 197.3 11.8 -17.0 51.6 2.8 -15.2 
Wielkopolskie 5925 10.3 2.0 71.3 4.2 -14.0 92.8 4.9 -7.9 
Zachodniopomorskie 5673 9.9 1.6 216.5 12.9 -33.5 52.1 2.8 -17.3 

Source: Own compilation based on SPL data. 

Values for afforestation presented in Table 3 are concurrent with data 
for forest regeneration. As far as total afforestations are concerned, the superior 
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region was Wielkopolskie Voivodship whose share in the structure exceeded 
10%. Slightly lower values for afforestation were obtained for Zachodniopo-
morskie and Lubuskie Voivodships (respectively, almost 10% and more than 
9%), them being the lowest in Małopolskie and Świętokrzyskie Voivodships 
(almost 3% for both). The rate of change in afforestation was the greatest in 
Pomorskie and Kujawsko-pomorskie Voivodships whose respective shares in 
the structure were 17 and more than 16%. The greatest decline in the value of 
this characteristic was observed for Małopolskie Voivodship (less than -10%). 
In state-owned forests, the afforested area was the greatest in Zachodniopomor-
skie and Warmińsko-mazurskie Voivodships (almost 12 and 13%, respectively. 
By contrast, the lowest value of this characteristic was determined in Śląskie 
Voivodship (0.7% share in the structure). The highest rate of change in affor-
estation was found in Lubuskie Voivodship (40%), it being the lowest (-40%) in 
Podkarpackie Voivodship. In privately-owned forests, afforestations were the 
greatest in Pomorskie Voivodship (over 14% share in the structure), and Mało-
polskie and Mazowieckie Voivodships (almost 13%). The lowest value of this 
characteristic were found for forests in Lubuskie and Dolnośląskie Voivodships 
(0.5 and 0.7%, respectively). In Pomorskie Voivodship, the afforested area in-
creased at the greatest pace (59% per year, on average) whereas the decline in 
the value of this characteristic was the highest in Dolnośląskie Voivodship 
(46% per year, on average). 

The final analysis pertained to natural forest regeneration and thinning 
in state-owned forests. 

The greatest area of natural forest regeneration was found in Dolnośląs-
kie, Warmińsko-mazurskie and Podkarpackie Voivodships (the respective 
shares in the structure: more than 15%, almost 12% and 10%). The lowest value 
of this characteristic was obtained for Kujawsko-pomorskie Voivodship (0.2%). 
In Podlaskie Voivodship, the rate of change in the values of this characteristic 
was the greatest (more than 16% per year, on average) whereas the greatest 
decline in natural forest regeneration was found in Kujawsko-pomorskie (-26% 
per year, on average). The greatest thinning area was in Zachodniopomorskie, 
Warmińsko-mazurskie and Lubuskie Voivodships (respectively, 10, 9 and 9% 
share in the structure). By contrast, the lowest value of this characteristic was 
found for Opolskie Voivodship (more than 2%). The greatest annual rate of 
change in thinning area, 4%, on average, was in Łódzkie Voivodship, the great-
est drop in the thinning area being observed in Kujawsko-pomorskie Voivod-
ship (almost -9% per year, on average). 

Principal component analysis revealed that the examined characteristics 
in voivodships were affected by traits connected with the first three principal 
components (as indicated by eigenvalues of these components which were 
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greater than 1). The components accounted for 84.55% of overall variance, that 
is total multivariate variation of the characteristics describing forests (Table 5).  

The first principal component was strongly positively correlated with 
the area of state-owned forests (r = -0.978), forest regeneration in state-owned 
forests (r = -0,937), total forest regeneration (r = -0.936) and thinning in state-
owned forests (r = -0.889). These variables had the greatest share in multivari-
ate variation of voivodships in terms of the analysed characteristics.  

Afforestation in privately-owned forests, area of privately-owned for-
ests and total afforestation were the most strongly associated with the second 
principal component (PC2) (respectively, r = -0.902, r = 0.869 and r = 0.698), 
and caused less variation between voivodships in terms of the examined charac-
teristics (PC2 accounted for 24.26% variation). The third principal components 
explained about 10% variation between voivodships and was associated with 
forest regeneration in privately-owned forests (r = 0.638) and natural forest 
regeneration in state-owned forests (r = 0.485). 

 
Table 4. Arithmetic mean (ha), indicator of structure (Ws %) and the average rate 
of change (tz %) for natural forest regeneration and thinning in state-owned forests 
by voivodships, in 2015-2019 

Voivodship 
Natural forest regeneration Thinning 𝑥̅ Ws tz 𝑥̅ Ws tz 

Dolnośląskie 1260 15.4 -0.8 24525.0 4.9 -6.3 
Kujawsko-Pomorskie 16 0.2 -26.2 25719.0 5.2 -8.6 
Lubelskie 411 5.0 1.2 42694.8 8.6 -2.9 
Lubuskie 431 5.3 12.4 44055.2 8.9 -3.1 
Łódzkie 226 2.8 4.3 20478.8 4.1 4.1 
Małopolskie 667 8.2 -16.6 17218.6 3.5 0.7 
Mazowieckie 645 7.9 -1.1 36739.4 7.4 -2.4 
Opolskie 193 2.4 -4.0 11677.6 2.4 -8.4 
Podkarpackie 822 10.1 -22.1 35338.6 7.1 -5.7 
Podlaskie 147 1.8 16.3 25889.4 5.2 1.2 
Pomorskie 498 6.1 13.4 37472.6 7.5 -6.1 
Śląskie 606 7.4 4.6 16151.2 3.3 -4.1 
Świętokrzyskie 269 3.3 1.7 20246.8 4.1 -1.1 
Warmińsko-Mazurskie 965 11.8 9.2 45046.8 9.1 -2.6 
Wielkopolskie 573 7.0 -5.4 43582.0 8.8 -1.8 
Zachodniopomorskie 429 5.3 -4.6 50075.4 10.1 -0.2 

Source: Own compilation based on SPL data. 
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The distribution of voivodships in the system of the first two principal 
components is presented in Figure 1. The distance between voivodships approx-
imately reflects the multivariate similarity between them in terms of the exam-
ined characteristics. Objects (voivodships) which are widely distanced differ in 
terms of many characteristics. Voivodships whose values of the first principal 
component were close to zero (Podkarpackie and Lubelskie) had average values 
of characteristics which were strongly correlated with this components (state-
owned forests, total forest regeneration, forest regeneration in state-owned for-
ests and thinning in state-owned forests). The largest negative values of the first 
principal component were obtained for Zachodniopomorskie Voivodship, which 
indicates that this region had the highest values of characteristics associated 
with PC1. The greatest PC1 values were obtained for Małopolskie and Opolskie 
Voivodships, which is indicative of the fact that in those voivodships values of 
traits associated with PC1 were the lowest. The relationships result from a nega-
tive correlation of these traits with PC1. Zachodniopomorskie and Świętokrzys-
kie Voivodships varied the most in terms of the examined characteristics 
whereas Pomorskie and Małopolskie Voivodships had average values of charac-
teristic associated with the second principal component, that is privately-owned 
forests, total afforestation and afforestation in privately-owned forests. 

 
Table 5. Eigenvalues, share of principal components in the overall variation 
and correlation coefficients between these components and the examined characteristics 

Item Principal components 
PC1 PC2 PC3 

X1 – Total forest area -0.866 -0.359 0.244 
X2 – Area of state-owned forests -0.978 0.138 0.054 
X3 – Area of privately-owned forests 0.245 -0.869 0.261 
X4 – Total forest regeneration -0.936 0.207 0.130 
X5 – Forest regeneration in state-owned forests -0.937 0.226 0.080 
X6 – Forest regeneration in privately-owned forests 0.178 -0.456 0.638 
X7 – Total afforestations -0.549 -0.698 -0.393 
X8 – Afforestations in state-owned forests -0.813 0.200 -0.207 
X9 – Afforestations in privately-owned forests 0.018 -0.902 -0.308 
X10 – Natural afforestations in state-owned forests -0.465 -0.018 0.485 
X11 – Thinning in state-owned forests -0.889 -0.350 -0.147 
Eigenvalue 5.52 2.67 1.11 
Cumulative variance (%) 50.20 74.46 84.45 

Source: Own compilation based on SPL data. 
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Variation between voivodships in terms of the examined characteristics 
was confirmed by cluster analysis which produced two groups. One group was 
formed by the following voivodships: Zachodniopomorskie, Warmińsko-
mazurskie, Pomorskie, Wielkopolskie, Lubuskie and Dolnośląskie. The other 
cluster consisted of Mazowieckie, Lubelskie, Śląskie, Opolskie, Małopolskie, 
Podlaskie, Podkarpackie, Świętokrzyskie, Łódzkie and Kujawsko-pomorskie 
Voivodships. The following voivodships were the most similar in terms of the 
analysed characteristics: Lubuskie and Wielkopolskie, and Łódzkie and 
Świętokrzyskie; they formed a cluster at the first and second step of agglomera-
tion (Table 6, Figure 2). The voivodships in the first group had a higher average 
total forest area, area of state-owned forests, total area of forest regeneration and 
forest regeneration in state-owned forests, area of natural forest regeneration 
and thinning in state-owned forests.  

On average, forests of voivodships which formed group 2 included less 
privately-owned forests where less forest regeneration and afforestation had 
been conducted (Table 7). 
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Fig. 1. Division of voivodships, in terms of the examined characteristics, in the system 
of the first two principal components  
Source: Own compilation based on SPL data. 
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Fig. 2. Clusters of voivodships formed using cluster analysis 
Source: Own compilation based on SPL data. 

 
Table 6. Agglomeration course 

Step  clusters 
1 LB WP               
2 Ł Ś               
3 O ŚL               
4 PD PDL               
5 MP O ŚL              
6 KP Ł Ś              
7 LL M               
8 KP Ł Ś PD PDL            
9 WM ZP               
10 DS LB WP              
11 DS LB WP PM             
12 DS LB WP PM WM ZP           
13 KP Ł Ś PD PDL MP O ŚL         
14 KP Ł Ś PD PDL MP O ŚL LL M       
15 KP Ł Ś PD PDL MP O ŚL LL M KP Ł Ś PD PDL MP 

LB – lubuskie, WP – wielkopolskie, Ł – łódzkie, Ś – świętokrzyskie, ŚL – Śląskie,  
PD – podkarpackie, PDL – podlaskie, MP – małopolskie, O – opolskie, KP – kujawsko-
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pomorskie, LL – lubelskie, M – mazowieckie, WM – warmińsko-mazurskie, ZP – za-
chodniopomorskie, DS – dolnośląskie, PM – pomorskie  
Source: Own compilation based on SPL data. 
 
Table 7. Average values of characteristics describing forests in groups formed using 
cluster analysis 

Characteristics group 1 group 2 
X1 – Total forest area  716726 495171 
X2 – Area of state-owned forests 653063 319593 
X3 – Area of privately-owned forests 46850 150475 
X4 – Total forest regeneration 5354 259 
X5 – Forest regeneration in state-owned forests 5239 2420 
X6 – Forest regeneration in privately-owned forests 88.4 134.8 
X7 – Total afforestation 99.3 77.5 
X8 – Afforestation in state-owned forests 54.3 8.10 
X9 – Afforestation in privately-owned forests 42.4 67.1 
X10 – Natural forest regeneration in state-owned forests 702.1 368.8 
X11 – Thinning in state-owned forests 39150 24540 

Source: Own compilation based on SPL data 
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Abstract: Buildings are the main consumer of energy resources in the total 
energy balance of the countries in Central and Eastern Europe, the main energy 
consumption is allocated for heating. Efficient use of energy resources for heating 
needs to a large extent depends on the efficiency of regulation of heating systems. 
In the article, dynamic mathematical models of a two-room typical apartment in 
Ukraine, built in 2016, were developed in Matlab and EnergyPlus software 
environment. The simulations were carried out using IWEC hourly climate data 
for the city of Kyiv. The results of simulations of thermal energy consumption in 
Matlab are characterized by a larger range of fluctuations of the heating system 
load, which is typical for the real operating conditions of the system with the 
controller of ON/OFF type. In EnergyPlus it is assumed that the gas boiler 
operates continuously in the ON mode. In the research, the change of load on the 
apartment heating system was studied at different numbers and locations of air 
temperature control sensors installation, according to which the controller of the 
autonomous gas boiler operates. 
Keywords: dynamic modeling, simulation, temperature, heating system load, 
controller, Matlab, Simscape, Simulink, EnergyPlus 
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1. Introduction 
Buildings are one of the main consumers of primary energy resources in the 
world. For countries with continental and sharply continental climates, heating 
costs account for more than 85% of energy costs. 

Poor indoor temperature control is the most common indoor heating is-
sue for centrally heated households in China (Lu et al. 2021). The article (Lu et 
al. 2021) focuses on the development of dynamic indoor temperature control 
approaches. The system developed in the article (Lu et al. 2021) allows DHS to 
provide heat to a group of buildings with the same temperature demand, while 
assuring control with a single control system. However, for residents of apart-
ment buildings with an autonomous heating system (usually a gas or electric 
boiler), the adjustment of the heating system automation is carried out without 
taking into account a number of influential factors. The energy saving potential 
for elementary schools with resident-centered controls was assessed in a paper 
(Ye et al. 2021) for 96 schools in different climate zones; finding out that the 
energy saving potential ranged from 10.2% to 12.41% depending on the climate 
zone in the U.S. Building Energy Management Systems (BEMS) have consist-
ently received attention as an effective building control system (Perera et al. 
2016, Perera et al. 2015) that requires the use of building energy modeling 
(BEM). These systems currently work with classical control methods such as 
ON/OFF, PID control (proportional-integral-derivative controller), and optimal 
start-stop procedures. The thermal interaction between the different areas of the 
building and HVAC (Heating, Ventilation and Air-Conditioning) leads to dif-
ferent behaviors that cannot be accurately controlled by classical control meth-
ods (Perera et al. 2014). Thus, advanced control systems that can handle mul-
tiple inputs and multiple outputs are the best approach to control the thermal 
condition of buildings and thermal comfort (Deshko et al. 2020b). In addition, 
with the efficient use of energy resources in the direction of achieving NZEBs 
in HVAC systems, the study of ventilation systems requires special attention 
(Bilous et al. 2020, Deshko et al. 2020a). 

In the article (Saleh et al. 2016) a comparative analysis of ON/OFF type 
controllers and PID controllers used to control heating systems in terms of com-
fort conditions and energy efficiency of buildings. The study (Saleh et al. 2016) 
showed that the use of Simulink / Matlab has a very high potential for the anal-
ysis of control strategies and for taking into account the thermal and other char-
acteristics of the building. ON/OFF controllers are most commonly used be-
cause of their constructive simplicity, although great savings in energy-saving 
modes of operation and providing comfort conditions are better realized by PID 
controllers. Simulation results (Saleh et al. 2016) showed that buildings with 
high thermal mass can significantly reduce the air temperature fluctuations in 
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the rooms, which leads to a decrease in energy consumption. Buildings of 
Ukraine belong to buildings with high thermal mass. 

A paper (Kull et al. 2020) analyzed energy consumption for a room 
with underfloor heating, where local ON/OFF controllers typically regulate the 
air temperature with poor accuracy. Proportional-integral (PI) controllers are 
known to be able to accurately regulate most processes (Kull et al. 2020). For 
NZEBs homes, water heating systems have greater inertia and thus will require 
more precise adjustment. When the air temperature deviates ±0.5 K from the 
setpoint, the energy consumption for heating is reduced by 9...5% when using 
PI controllers compared to an ON/OFF controller, the analysis was done in the 
Matlab software environment (Kull et al. 2020). In (Võs et al. 2019), energy use 
for radiator and underfloor heating systems coupled with ON/OFF and PI con-
trols was investigated using the IDA ICE software package. The results of ex-
perimental measurements in early 2018 at the nZEB test facility (representative 
room) near Tallinn University of Technology are used to calibrate radiator 
models and controllers. In a paper (Võs et al. 2019), the calibrated models are 
used to estimate the energy performance of systems in simulations. For older 
buildings, the PI controller, as opposed to ON/OFF, saves 6% energy for heat-
ing, for nZEB it saves 12% (Võs et al. 2019). 

It should be noted that the article (Kaymaz 1995) compared the use of 
PI/PID controllers with the ON/OFF controller in terms of accuracy as well as 
power consumption for the hospital. It is noted that PI/PID controllers are supe-
rior to ON/OFF controllers, but are also less reliable. ON/OFF controllers are 
much less sensitive to changes in system parameters, resulting in greater relia-
bility (Kaymaz 1995). 

Integration of BEM mathematical models that can describe building 
physics can help in successfully controlling energy-efficient energy consump-
tion in buildings while ensuring comfortable conditions. 

The purpose of the work is to analyze the energy consumption of heat 
energy for heating an ON/OFF controlled two-room apartment using dynamic 
modeling, taking into account characteristics of thermal interaction between 
zones (rooms). 

Tasks: 
1) creation of dynamic models of the apartment with division into zones in 

Matlab software environment, 
2) creation of dynamic models of the apartment with division into zones in En-

ergyPlus software environment, 
3) comparative analysis of energy modeling of energy consumption of apart-

ment heating, 
4) analysis of the specific features of the heating system configuration and the 

source of the autonomous heating system of the apartment. 
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2. Materials and methods 
In order to study the energy performance of the building, energy models of 
a typical two-room apartment of a modern economy class building were created 
based on the software product EnergyPlus and Matlab. The dynamic Ener-
gyPlus software product uses the DOE-2 and BLAST functions, which are close 
to the European standards. 3D model of the building geometry was created in 
the graphic editor Design Builder; thermal properties of the multi-layer enclo-
sure, window structures with optical features of glazing, engineering systems, 
operation schedule, and temperature regimes, and so on were specified. The 
software product takes into account the inertial characteristics of the building 
envelope and systems, the dynamics of climatic data variability. At the output, 
the software product allows obtaining air temperature, surface radiation temper-
ature, heating/cooling and ventilation system (HVAC-system) load, and others 
(Deshko et al. 2020). The dynamic model in the Matlab software environment is 
created using Simulink tool subsystems, which in turn uses Simscape. With 
Simscape, which allows you to quickly create models of physical systems in the 
Simulink environment, a model of physical components based on physical rela-
tionships, directly integrated into the simulation flowcharts, is created. Matlab 
software environment allows designing control systems, taking into account the 
physical system in Simulink. Fig. 1 shows a schematic of the apartment and the 
interconnection of the rooms/zones of the apartment in Simulink. The heating 
system of the apartment is regulated by switching the autonomous gas boiler 
ON/OFF, maintaining a constant flow rate of coolant, the coolant temperature 
can reach 90°C in the coldest period of the year. The principle of qualitative 
regulation of heating by the coolant temperature is realized. The ON/OFF con-
troller has no intermediate states, either fully ON or fully OFF. This control 
scheme is quite typical for the autonomous heating of apartment buildings in 
Ukraine. The heat output of the gas boiler is 3.5 kW, the efficiency is 79. 

The grid model of the thermal-physical characteristics of the room en-
velope and the relationship between the rooms of the apartment are shown in 
Fig. 2 (on the example of bedroom 1 / room4). 

The energy model of the apartment created in the EnergyPlus software 
environment reproduces an idealized version of the heating systems operation, 
i.e. the heating system is inertia-free, and the air temperature in the apartment 
rooms is maintained at the set level without fluctuations. The energy model of 
the apartment created in the EnergyPlus software provides that the gas boiler 
operates continuously (in ON mode) with a constant coolant flow rate of 
0.1 kg/s. The supply temperature is constant at 60°C. Regulation takes place at 
the heater to maintain the set temperature in the rooms, that is, the principle of 
quantitative regulation is implemented. 
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Fig. 1. The thermal energy model of the apartment 

 
 

 
Fig. 2. The thermal grid model of one of the rooms  
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3. Results and discussion 
Initial data 
Existing residential housing was chosen for the study. It is a two-room apart-
ment, located on the fourth floor of a five-story apartment building in Kyiv 
(Ukraine), built in 2016. The total area of the apartment is 49.44 m2 (Fig. 3, all 
dimensions are given in meters), the height of the walls is 2.7 m. The apartment 
has a window orientation to the east (E) and west (W) sides, as well as a blank 
outer wall oriented to the north (N). Translucent elements of the enclosures are 
made of metalplastic two-chamber energy-saving double-glazed windows with 
argon filling of the chambers. The load-bearing part of the external wall is made 
of 0.4 m red hollow brick, and insulated with 0.05 m layer of mineral wool. 
Ventilation is natural with a multiplicity of air exchange of 0.6 hours-1. The 
study used hourly climate data of a typical year of the IWEC international 
weather file for the Kyiv city (Ukraine) conditions. Solar heat inputs in the 
IWEC weather file are presented as global horizontal, diffuse horizontal, and 
direct normal. To recalculate the solar heat gains, which come into the area of 
the room, EnergyPlus software product was used, which allows taking into ac-
count the reflections of solar radiation from the surfaces of fences and soil, and 
take into account the optical transmittance of solar radiation, which is equal to 
0.55. Fig. 4 shows hourly climate data. 

 

 
Fig. 3. The studied apartment plan 
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t_out – outside temperature, oC; Qsol – heat gain on vertical surfaces of east (E) and west 
(W) orientation, W/m2 

Fig. 4. Hourly climate data from IWEC file for Kyiv (Ukraine) 
 

Model description 
The apartment room was created in Matlab software environment by specifying 
the enclosure area and thermal resistance, which was introduced through blocks 
describing the convective and thermal conductivity components, as well as the 
heat storage properties of the internal and external envelopes, and the air in the 
room. Rooms are interconnected by thermal interaction. In addition, the hourly 
amount of heat inputs from the sun to the area of each room and the hourly ex-
ternal air temperature were set. The heat source was a gas boiler in which the 
mass flow rate was controlled by a valve using ON/OFF controller, which 
turned on when the air temperature in the rooms fell below the specified limits 
and turned off when it rose above. The simulation was performed under the 
condition of maintaining a constant air temperature of 20°C. The step of calcu-
lating the energy demand varied automatically depending on the magnitude of 
changes of external and internal fluctuations of the input parameters and was in 
the range of 1...200 sec. 

 
Model testing and setup 
For the design conditions, the selection of heating devices was carried out based 
on a mathematical model created in Matlab software environment, where the 
type of heating devices, area, mass, thermal inertial characteristics of the device 
were taken into account. Under design conditions, following the DSTU-N B 
V.1.1-27:2010 standard, for the city of Kyiv, the outside air temperature is as-
sumed to be -22°C and with no solar heat gain. The indoor air temperature, fol-
lowing the DSTU B A.2.2-12:2015 standard, is 20°C. It is determined that the 
capacity of heating appliances in the apartment rooms are the following: bed-
room 1 / room4 – 500 W, bedroom 2 / room3 – 1200 W, kitchen / room2  
– 880 W, common areas (corridor, bath) / room1 – 320 W. 
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To verify the mathematical model of the apartment created in the 
Matlab software environment, the results are compared with the data of model-
ing in the EnergyPlus software environment. Considered grid dynamic models 
take into account the thermal inertia properties of each fence separately. From 
the mathematical modeling in Matlab software environment it follows that the 
total heat consumption of the apartment is distributed: bedroom 1 / room4  
– 17%, bedroom 2 / room3 – 40%, kitchen / room2 – 31%, common areas (cor-
ridor, bath) / room1 – 12%. In bedroom 1, bedroom 2 steel radiators are in-
stalled, in the kitchen – steel radiator and water heated floor, in common areas – 
water heated floor and a heated towel rail. 

It should be noted that the boiler is controlled by the average air tem-
perature in the rooms of the apartment, i.e. the boiler operates at a constant flow 
rate, and depending on the conditions, it changes the temperature of the water 
supply, thereby leading to a situation where the hourly air temperature in differ-
ent rooms under the influence of, primarily, different heat gains varies from 18 
to 24°C, while maintaining the average air temperature at 20 ±0.5°C in Matlab 
software environment. 

In real practice, the control of maintaining the specified air temperature 
in the apartment can be carried out by the values of the air temperature in repre-
sentative rooms; for a compact typical housing, it is 1-2 points of installation of 
air temperature control sensors, according to the readings of which the control-
ler sends a signal to the boiler to turn it ON/OFF. Typically, the sensors are 
installed in the rooms where the residents are spending most of their time, i.e. in 
the bedrooms or living room. This study looks at four different options for in-
stalling temperature sensors, specifically: 1) average reading from two sensors 
in room4 and room 3, respectively; 2) in room 4; 3) in room 3; 4) average read-
ing from four sensors in each room, respectively. The results of the model cal-
culation are shown in Fig. 5. 

From Fig. 5 it follows that with the quantitative regulation of heating 
and the absence of inertia in the heating devices according to the mathematical 
model created in EnergyPlus software environment, we have the lowest result of 
heat consumption for heating needs of the building. For the conditions of 
Ukraine, it is typical to use ON/OFF controllers for autonomous heating sys-
tems, so depending on the number and location of temperature control sensors, 
the temperature in the premises may vary ±3%. The simulation results in Matlab 
differ by 4...10% from the simulation results in EnergyPlus. 

Under these control conditions, the average load on the gas boiler is: sen-
sors in all rooms – 1073 W; in rooms 3 and 4 – 1058 W; in room 3 – 1100 W; 
in room 4 – 1010 W; in EnergyPlus – 965 W. 
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room 1-4 – air temperature control sensor installed in rooms 1-4; room 3-4 – sensor in 
rooms 3-4; room 3 – sensor in room 3; room 4 – sensor in room 3-4; EP – simulation in 
EnergyPlus software 

Fig. 5. Heat energy consumption for apartment space heating 
 
Fig. 6 shows the hourly simulation results for the heating season in the 

software environments Matlab and EnergyPlus. The results of modeling the 
energy consumption of thermal energy in Matlab are characterized by a larger 
range of fluctuations of the heating system load, which is typical for the real 
operating conditions of the system. The trend of load variation for the apartment 
heating system according to the results of modeling in Matlab and EnergyPlus 
is the same. The maximum deviation of the simulation results of the two dynamic 
mathematical models is up to 0.5 kW, and the average deviation is 0.1 kW. 

 

 
Fig. 6. The load on the heating system of the apartment for the heating season 

 
There is a high solar activity in April, which explains that for this peri-

od the average air temperature in the representative rooms/groups of rooms, 
where sensors are installed, exceeds the value of the internal temperature range 
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(at times of peak solar activity) due to the excess of solar heat gain, the internal 
air temperature in the apartment rooms increases. 

Fig. 7 shows the loads on the autonomous apartment heating system for 
the period of January 10-14, which is characterized by low solar activity and 
external temperature in the range of -10...-2°C. A decrease in the graph of daily 
load variation is characteristic for the periods of solar heat gain. Simulations in 
EnergyPlus result in a smooth change in the load on the heating system with 
a decrease in the load during peak load hours, and then with a smooth increase. 
Four series of simulations were performed in Matlab for different locations of 
the temperature control sensor installation. For the considered apartment, room 
3 is the largest, which in turn, when installing an air temperature sensor only in 
this room, leads to less load fluctuations compared to the similar situation of 
installing a control sensor in room 4 (which has dimensions up to 10 m2, Fig. 3), 
which is half as large and with a higher glazing factor. For other combinations 
of installation of air temperature control sensors in the apartment, the load var-
iation graphs will fluctuate within the range of load variation in the case of in-
stallation of one sensor in room 4 and 3. 

During the period of solar activity, there is a decrease in the load on the 
heating system for different control options. With quality regulation and opera-
tion of the gas boiler with the controller of ON/OFF type, and taking into ac-
count the thermal inertia of engineering networks, there are significant fluctua-
tions in the load on the heating system, which lasts from 3 to 10 hours during 
daylight hours. When installing the temperature control sensor in room 4, which 
is characterized by having a large area of glazing (which leads to significant 
solar heat gain in the room during daylight hours), and having most of the pe-
rimeter walls being internal, leading to long shutdowns of the autonomous gas 
boiler, which causes the nature of the load decreasing in Fig. 7. The scenario 
where the temperature control sensors are installed in large rooms of the apart-
ment with two outer walls/larger area of outer walls leads to significantly short-
er boiler shutdown intervals. 

Fig. 8 shows the variation of the average air temperature in the apart-
ment for different variants of the location of the temperature control sensors, 
according to the results of simulation in the Matlab software environment.  

The indoor temperature is maintained at 20°C in the deviation range of 
0.5...+0.1°C from the reference level. The upper control limit is slightly lower 
than the lower control limit. This control range is due to the inertia of the heating 
system; in order to ensure comfortable conditions (avoiding overheating) 
and energy-efficient use of thermal energy, the above range of maintaining 
the internal temperature was set. In the EnergyPlus software environment, 
the heating system is inertia-free and the room temperature is maintained accord-
ing to a setpoint value of 20°C utilizing a thermostat on the heater. 
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Fig. 7. Heating system load of the apartment for different variants of heating system 
control 

 

 
Fig. 8. Average air temperature in the rooms of the apartment, where sensors are installed, 
and in the apartment as a whole at different variants of heating system regulation 

 
Fig. 8 shows the average air temperature in the apartment according to 

the results of modeling in the EnergyPlus software environment, which is at 20°C. 
The average air temperature in the apartment (the average of the four rooms) ac-
cording to the results of modeling in the Matlab software environment when in-
stalling the temperature sensor in room 4 is 19.1°C – the lowest compared to oth-
er variants of modelling, when installing the sensor in room 3 (the largest room of 
the apartment with 2 external walls) – 20.2°C (the highest value). 
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4. Conclusions 
The paper analyzes the transient heating modes when controlling the heating 
systems of a two-room apartment with an autonomous heating system. In the 
work, dynamic models of the apartment were created in EnergyPlus and Matlab 
software environments. The heating system has been configured; the following 
heating devices have been selected: bedroom 1 / room 4 – 500 W, bedroom 2 / 
room 3 – 1200 W, kitchen / room 2 – 880 W, common areas (corridor, bath) / 
room1 – 320 W. 

Regulation of the apartment heating system in Matlab is performed by 
switching ON/OFF the autonomous gas boiler, maintaining a constant flow rate 
of the medium, the heating medium supply temperature can reach 90°C in the 
coldest period of the year, i.e. there is a qualitative regulation of the heating 
medium temperature. In EnergyPlus it is provided that the gas boiler operates 
continuously in ON mode with a constant supply temperature of 60°C, which is 
an idealized version of the heating system operation with quantitative regulation 
of the flow rate of the heating medium at the heaters.  

The results of the simulation of the energy consumption of thermal en-
ergy in Matlab are characterized by a larger range of fluctuations of the heating 
system load, which is typical for real system operating conditions. The trend of 
the load variation of the apartment heating system according to the simulation 
results in Matlab and EnergyPlus is the same. A decrease in the graph of daily 
load variation is characteristic for the periods of solar heat gain in the apartment 
area. The simulation in EnergyPlus results in a smooth change in the load on the 
heating system with a decrease in the load during the peak hours of the load, 
and then with a smooth increase in the load. Four series of simulations were 
performed in Matlab for different numbers of temperature control sensors and 
their installation locations. 

The different period of variation of the load on the heating system de-
pends on the interconnection between the place of installation of the sensor in 
the apartment rooms and their heat load relative to the total load of the apart-
ment. For the considered apartment, room 3 is the largest, which leads to less 
load fluctuations when installing the air temperature sensor only in this room 
compared to the similar situation of installing the control sensor in room 4, 
which is half the area and with a large glazing factor. The average temperature 
in the apartment, when the temperature sensor is installed in room 4, is 19.1°C, 
in room 3 – 20.2°C. Regardless of the controller type, the number and place of 
installation of temperature control sensors is important, which not only deter-
mine the operation of the apartment heating system but also the general assur-
ance of comfort in the entire apartment. 

In future research, it is planned to investigate the use of more com-
plex/detailed PI controllers. 
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Abstract: Rising global temperatures have exacerbated the problems of 
adaptation to climate change in various sectors of the economy, including 
municipal energy. Therefore, the task is to develop measures and mechanisms, the 
implementation of which will guarantee cost-effective comfortable and reliable 
heat and cold supply of buildings and structures in climate change. Experimental 
studies of heat transfer and monitoring of thermal regimes in enclosing structures 
and building elements were conducted with the development of innovative 
engineering systems for energy supply of a passive house of the "zero-energy" 
type. Experimental developments of innovative energy-efficient greenhouse gas-
reducing technologies and equipment for energy supply systems of buildings have 
been performed and their architectural and construction solutions for adaptation to 
climate change have been optimized. In order to expand and deepen the theory 
and practice of improving the energy efficiency of buildings in the near future, the 
scientific priority and subject of basic and applied research have been identified. 
Developed adaptive to climate change innovative, energy efficient technologies 
and equipment of engineering systems of energy supply of buildings with the use 
of renewable energy sources can be used in the practice of energy supply of 
housing and communal services. 
Keywords: global warming, municipal energy, innovations, adaptation,  
energy efficiency of buildings 
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1. Introduction 
From the second half of the twentieth century, meteorologists began to instru-
mentally record significant climate change on our planet, including rising global 
temperatures. At the end of 2020, experts from the UN World Meteorological 
Organization (WMO) noted that the average temperature increased by 1.2°C 
compared to the period 1850-1900. Currently, the geophysical phenomenon of 
global warming is explained by the intensification of the greenhouse effect due 
to the increase in the concentration of so-called greenhouse gases (GHG) in the 
Earth's atmosphere. This problem has caused concern and debate in the expert 
community and among politicians, as global climate change directly affects the 
living conditions of the world's population. Numerous publications make vari-
ous predictions and discuss the dramatic consequences of global warming. Dif-
ferent regions of the planet have their own capabilities both to counter the ef-
fects of abrupt climate change and to adapt to new conditions. 

Today, no one denies the rise in global temperature, but there is no consen-
sus on the nature of such climate change. From time to time, new objects of envi-
ronmental research appear that affect the climate due to natural GHG emissions. 

It is known that GHG emissions due to natural factors significantly ex-
ceed greenhouse gas emissions due to anthropogenic activities. As humanity is 
not yet able to significantly influence GHG emissions of natural origin, the in-
ternational community is widely discussing and trying to take measures to re-
duce anthropogenic emissions. 

Supporters have both anthropogenic and natural concepts of increasing 
global temperature. The anthropogenic concept is advocated by the Intergov-
ernmental Panel on Climate Change (IPCC). However, there are reputable ex-
perts and leading research teams who believe that the key cause of global warm-
ing is natural factors. Yet today, the IPCC approach remains the main scientific 
basis for studying climate change. According to the IPCC, the determining fac-
tor of global warming is the anthropogenic impact, namely: the increase in the 
GHG concentration in the Earth's atmosphere, primarily the main one – CO2, 
due to the combustion of fossil fuels. Indeed, the concentration of carbon diox-
ide in the atmosphere increased from 278 ppm in 1750 (pre-industrial period) to 
414 ppm in 2020, methane, respectively, – from 722 to 1869 bpm, and nitric 
oxide – from 270 to 331 bpm. In the period from 1990 to 2018, the concentra-
tion of long-lived GHGs in the atmosphere increased by 43%, with CO2 ac-
counting for 81% of this increase (WMO Greenhouse Gas Bulletin, 2019). 

In total, in 2019, the total emissions of all GHGs were 59.1 gigatonnes 
(Gt) in CO2 equivalent. CO2 accounted for 65% of the world's GHG emissions, 
mainly due to energy production and use, and CH4 and N2O emissions were 
generally due to agriculture and nature. All energy is responsible for 41% of 
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GHG emissions, industry accounted for 20%, transport – 14%, and agriculture 
and waste generated 15% of GHG (Emissions Gap Report 2020). 

In 2019, CO2 emissions from the use of fossil fuels reached a record 
level, amounting to 38.0 Gt CO2 (range: ± 1.9 Gt CO2). Due to the COVID-19 
pandemic, total CO2 emissions in 2020 could be reduced by approximately 
7 percent (range: 2-12%) compared to emission levels in 2019, but the expected 
reduction in GHG emissions will be not so significant, as GHG emissions (other 
than CO2) are likely to be altered to a lesser extent. 

According to (IEA, Global Energy Outlook 2021) in 2020 the demand 
for primary energy decreased by almost 4%, global CO2 emissions related to 
energy decreased by 5.8% according to the latest statistics from 33.4 Gt CO2 (in 
2019.) to 31.5 Gt CO2 (in 2020), which is the largest annual decrease since 
World War II. In absolute terms, emission reductions of almost 2.0 Gt CO2 are 
unprecedented in human history – in general, this is equivalent to avoiding all 
emissions from the European Union. However, the concentration of GHG in the 
atmosphere continues to rise. For example, the average monthly CO2 concentra-
tions in Mauna Loa, Hawaii – at the atmospheric monitoring station – in Febru-
ary 2021 were 416.75 ppm, and in February 2020 it was 414.34 ppm, an in-
crease of 0.6%, and the concentration of methane, respectively: 1892.3 bpm 
(December 2020) compared to 1874.6 bpm in the previous December, an in-
crease of 0.9% (NOAA). In terms of N2O concentration, the situation is similar: 
an increase of 0.4% from 332.3 bpm in November 2019 to 333.6 bpm in No-
vember 2020. Also at Cape Grimm in Tasmania, another key air pollution 
measurement station, in September 2020 the CO2 concentration reached 410.8 
ppm compared to 408.58 ppm in September 2019, an increase of 0.55% (Cli-
mate change…). 

2. Results 
2.1. Climate change in Ukraine 
The trend of climate change fully applies to Ukraine. Over the last century, 
the average annual air temperature in Ukraine has risen by more than 1.9°C. 
In the cold period, the increase in air temperature averages 1.35°C, in the 
warm – 1.0°C. Since 1989, the average annual temperature in Ukraine has 
increased by almost 1.0°C. There is an almost continuous period of warming, 
during which the average air temperature in 70% of cases was higher than 
normal. The positive fluctuation of air temperature in the period 1989-2013 is 
the most powerful in the history of instrumental observations of the weather 
(Lyalko et al. 2016). 

The rate of air temperature rise in Ukraine is ahead of global trends. If 
the world does not abandon the use of fossil fuels in the second half of the cen-
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tury, then in 30 years the average annual temperature in Ukraine may rise by 
another 1-1.5°C, and by the end of the century by 3.4-4.0°C. There is a steady 
rise in air temperature in all seasons: 
• The world's average annual temperature has risen by 1.2°C over the past one 

hundred and fifty years. 
• In Ukraine the average monthly air temperature in February, March, June, 

October, November and December 2019 was the highest or one of the highest 
for these months for the entire period of instrumental weather observations 
(since the end of the 19th century). 

• In Ukraine, since 1991, each subsequent decade has been warmer than the 
previous one: 1991-2000 – by 0.5°C, 2001-2010 – by 1.2°C, 2011-2019 – by 
1.7°C from the level temperature in 1991 (Fig. 1), which exceeds the global 
temperature growth rate (Ministry 2020). 

 

 
Fig. 1. Average ten-year climate temperatures of all Ukraine in the period 1900-2019 

 

 
Fig. 2. Average annual air temperatures in Kyiv in the period from 1881 to 2020 
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The growth rate of temperature in large cities of the country exceeds the 
all-Ukrainian indicators. For example, the average monthly and annual tempera-
tures in Kyiv (3750 degrees-days of the heated period) in the period from 1881 
to 2020 are shown in Fig. 2, (Climatic data…). 

The graph shows that for almost 140 years the average annual tempera-
ture in Kyiv has increased from about 6.3°C to 8.5°C, ie by 2.2°C. Moreover, 
temperature fluctuations in the period from 1881 to 1965 remained in the range 
of 5.4-8.3°C, the temperature began to rise rapidly from the 1990s and no long-
er became lower than 7oC. 1942 is the coldest year in the last 140 years (5.1°C), 
and 2020 is the warmest year (10.9°C). 

Scenarios of anthropogenic strengthening of the global greenhouse ef-
fect, thermal, hydrological regimes and the main conclusions for possible tem-
perature changes of climate in Ukraine were considered in the early 90s of the 
twentieth century and presented in (WMO 2019): 
1. with global anthropogenic warming of about 1°C (in the first quarter of the 

XXI century) in the southern regions of Ukraine the level of warming will 
almost coincide with the global, and in the north may increase to 40%; 

2. the latitudinal temperature gradient on the territory of Ukraine will decrease 
in absolute value to 10% (in the modern era the latitudinal gradient of sur-
face annual temperature is about 0.8°C per 1° latitude); 

3. if the annual global temperature rises by 3°C (around the middle of the XXI 
century), the temperature regime of the northern regions of Ukraine may be-
come similar to the temperature regime of its southern regions. 

 
It is noted that the results obtained by a number of researchers of mathe-

matical modeling of the dynamics of the terrestrial climate system to create RCP 
scenarios of regional climate change with anthropogenic strengthening of the 
greenhouse effect are still unreliable. The difficulties here are in the insufficiently 
deep study of the whole set of physical processes that form the latitudinal-
longitudinal distribution of temperature fields and other climatic parameters (pre-
cipitation amounts, weather variability, etc.). 

The publication of forecasts ten years later showed that in Ukraine the 
increase in the average surface temperature in the period 1900-2000 was  
0.4-0.6°C, and in the regions: northeast about – 1°C, woodland and forest-
steppe – 0.7-0.9°C, steppe – 0.2-0.3°C. By seasons: 1.2°C in winter, 0.8°C in 
spring, 0.2-0.3°C in summer. A negative trend in the number of frosty days and 
decontinentalization of the climate. Forecast estimates of changes in the average 
surface temperature in Ukraine by 2050 are reduced to the fact that the increase 
will be 1.5-2.0°C, and in January for the south – 2.0°C, for the north – 2.8°C 
and in July for Ukraine – 0.5-1.0°C (Lyalko et al. 2016). 
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The recent forecast for warming in Ukraine for a number of periods up to 
2100 is shown in Fig. 3. It is clear that the results of instrumental measurements 
of temperature rise and warming forecasts in Ukraine generally correspond to 
trends in global temperature, and Ukraine faces the same challenges and risks that 
the world is concerned about (Increasing… 2015). In the near future (by 2030), 
the average monthly temperatures are projected to increase by 0.44°C; for the 
medium term (until 2050) – by 1.57°C, for the long term (until 2100) – by 
3,15°C. The expected temperature changes will be heterogeneous for different 
regions of Ukraine. 

 

 
Fig. 3. Projections of changes in average monthly air temperatures in Ukraine with 
confidence intervals for an ensemble of 10 RCM (regional numerical climate models) 
compared to 1991-2010. Designations:  – 2011-2030 (average value – 0.44оС), 

 – 2031-2050 (average – 1.57оС),  – 2051-2100 (average – 3.15оС) 

2.2. Adaptation to global warming 
Measures and mechanisms to mitigate the possible negative effects of climate 
change and implement the inevitable adaptation to such changes in the lives and 
economies of countries and regions are actively discussed at international sum-
mits. Ukraine has also taken a number of initiatives on climate change. At the 
disposal of the Cabinet of Ministers of Ukraine dated December 7, 2016, #932-r. 
"On approval of the Concept for the implementation of state policy in the field of 
climate change until 2030" (On… 2016) it was emphasized that one of the main 
directions of "implementation of the Concept is adaptation to climate change, 
increasing resilience and reducing risks associated with climate change." Such 
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um-term strategy for adaptation to climate change in Ukraine for the period up to 
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which is sponsored by the Ministry of Environment of Ukraine, is being actively 
discussed in society. The importance of adaptation to climate change in Ukraine 
is of particular importance in the context of the Association Agreement between 
Ukraine and the European Union, as in Art. 365 states that the cooperation of the 
parties covers the development and implementation of climate change policy. 

Adaptation is the process of adapting to an existing or expected climate 
and its impacts. In anthropogenic systems, the purpose of adaptation is to reduce 
harm, prevent it, or take advantage of opportunities. Adaptation to global climate 
change and global warming is the adaptability of natural or man-made systems in 
response to actual or expected climate change, which allows you to reduce your 
own vulnerability and take advantage of favorable conditions. Another definition 
can be proposed: the strategy of adaptation to climate change is the development 
of such measures and mechanisms for their implementation, which allow in 
a technically and economically sound way, taking into account the current and 
projected state of the economy to eliminate or mitigate the negative effects of 
climate change of Ukraine. The policy of adaptation to climate change involves 
conducting comprehensive interdisciplinary research with the development of the 
necessary technological (at the level of the 5th and 6th technological modes of 
development) innovations: from identifying and clarifying the causes of climate 
change, possible threats and consequences of these changes to develop measures, 
aimed at preventing or reducing the negative impact of changes or adaptation to 
them sectors of the economy and life of the population. 

The purpose of the strategy of adaptation to climate change for municipal 
energy is to ensure a state of municipal energy supply (heating and air condition-
ing), which guarantees a comfortable and reliable current and future heat and cold 
supply in a technically and economically sound way while complying with envi-
ronmental requirements. 

It is important for housing and communal services and heat utilities to 
know how the demand for heat supply may change in the coming years due to 
global warming. According to observations, the parameters of low-frequency 
variability of the average heating temperature in the south of Ukraine and the 
corresponding change in energy consumption for heat supply for the population 
were analyzed, changes in average monthly temperatures in the regions of 
Ukraine from 1961 to 1991 were analyzed, their trends from October to April 
energy consumption for heating buildings (Anisimov 1999, Degterev et al. 2002, 
Degterev et al. 2008). 

Further work on the assessment, determination of the effects of global 
warming and its impact on the characteristics of the heating season was expanded 
and deepened. Studies (Lyalko et al. 2015, Lyalko et al. 2016, Khodakov et al. 
2016, Stepanenko et al. 2015, Degterev 2020) determine the temperature charac-
teristics and dynamics of changes in the heating period for 1900-2013 and in 
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some periods of this range and show a significant reduction in the duration of the 
heating period. There is also a brief analysis of previous publications on changes 
in climatic characteristics of the heating period using data that are important for 
a methodological approach to the study of patterns of changes in the parameters 
of the heating period (Lyalko et al. 2016). The impact of climate on humans and 
socio-economic systems is traced, in particular, climate change in connection with 
global warming and their impact on the efficiency of activities in various sectors 
of the economy of Ukraine until 2050 (Boychenko 2008). An assessment of the 
change in the duration of the heating period, the possibilities of development of 
solar and wind energy. The results of these studies can serve as a basis for further 
development of work on the adaptation of municipal energy supply to climate 
change. 

It is advisable to adopt medium- and long-term roadmaps that provide for 
the development of programs (https://niss.gov.ua/doslidzhennya/nacionalna-
bezpeka/prioriteti-politiki-ukraini-schodo-poperedzhennya-globalnogo), the im-
plementation of which in relation to heat should be aimed at: 
1) reduction of anthropogenic GHG emissions, 
2) preservation and improvement of the quality of natural ecosystems, 
3) adaptation of life of the population and sectors of economy. 

 
The main volume (about 70-80%) of anthropogenic GHG emissions in 

Ukraine (Ukraine and the policy of combating climate change, 2016) falls on the 
fuel and energy complex. It is generated mainly during the combustion of hydro-
carbon fuels in "large" energy (thermal power plants) and in municipal heat 
(thermal power plants, district and autonomous boilers). Regarding this energy 
sector of the economy, the directions of reducing greenhouse gas emissions are as 
follows: 
1) increase energy efficiency of energy resources by: 

 improvement of organizational and economic mechanisms of management 
of objects of fuel and energy complex; 

 introduction of energy-efficient innovation-oriented technologies in the en-
tire technological chain – from production to end use of energy resources; 

2) optimization of hydrocarbon fuel combustion processes with improved envi-
ronmental performance (low-emission environmentally friendly combustion); 

3) the use of economically and environmentally justified way of renewable ener-
gy sources – the so-called low-carbon energy. 

 
The main measures and mechanisms of adaptation to climate change for 

communal energy should be developed for the final consumer – energy supply 
of buildings of the housing and communal sector. Observations of changes in 
climatic characteristics – duration and average temperature of the heating peri-
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od, amplitude of outdoor temperature fluctuations, number of the coldest days, 
etc. determine plans and forecasts of energy consumption, changes in capacity 
of heat generating plants, the degree of involvement in the fuel cycle of renewa-
ble energy sources. At the same time, the role of adaptation measures related to 
the introduction of architectural and construction innovations of buildings  
– thermal modernization of enclosing structures; the choice of materials that 
reflect or, conversely, absorb solar radiation; "Green" shielding of building fa-
cades, etc. There is a growing interest in bionics – the development of mecha-
nisms for adaptation to climate change, created by analogy with their action in 
wildlife. The world now has high hopes for such global technologies to solve 
the global environmental crisis. These technologies involve the creation of in-
novations based on duplication in the technosphere of efficient processes ob-
served in wildlife (reproducible technologies); development of technological 
systems using the transfer to the technosphere of an effective functional struc-
ture of the behavior of matter and energy in biological systems (convergent 
technologies) (Trubetskoi et al. 2020). One of the urgent tasks of architectural 
bionics (architectural style based on the use of bionics principles in architecture) 
is to find such architectural and technical solutions that would allow the use of 
environmentally friendly types of energy – solar, wind, soil, water, etc. (Lebe-
dev et al. 1990, Hugh Aldersey-Willams 2003). 

2.3. Experimental house 
In this direction, in order to thoroughly study innovative scientific and technical 
measures to improve the energy efficiency of existing housing and modern 
buildings, a project was developed and built on the territory of the Institute of 
Technical Thermophysics of NAS of Ukraine a unique experimental passive 
house type "zero energy". 

The building has three full floors (main building), the fourth floor with 
an area of 70% of the main building and the fifth – with an area of 30% of the 
main building, which houses a research climate chamber of the real climate of 
the environment. The first ground floor at 2/3 of the height (about 2.0 m) is 
sunk into the ground. The total heated area is 306 m2, ie it is analogous to 
a cottage for the middle class. The house is clearly oriented around the world, 
has a flat pitched roof to the south. Facade walls on all floors are made of vari-
ous combinations of socially available building materials (mostly environmen-
tally friendly and chemically non-aggressive), they have a thickness of 38-40 cm 
(analog of the wall thickness of one and a half ordinary bricks). 

Additionally, the facade is glued with a multilayer thermal insulation of 
light thermal insulation materials with a total thickness of 33-34 cm. The roof of 
the house is insulated with a layer of light basalt wool with a total thickness of 
50 cm. The southern and northern facades are deaf, without windows. Windows 
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of the eastern and western facades are double, double-chamber, with the formu-
la 4M1i-8-4M1i-8-4M1 and 4M1i-10-4M1i-10-4M1, respectively. Window 
profiles of frames – five-chamber. 

This design of wall facades allowed to obtain heat transfer resistance 
from 10.5 to 11.4 m2∙K/W, which is 3.3 times higher than the requirements of 
the current standard DBN B.2.6-33:2018. The heat transfer resistance of trans-
lucent structures has increased to 2.0 m2∙K/W, which is 2.7 times higher than 
the standard. The estimated specific annual (monthly) heat consumption of such 
a passive house is 14.8 kW∙hour/(m2∙year) at -1.1°C (standard average tempera-
ture of the heated period for the climate of Kyiv) and 21.8 kW∙hour/(m2∙year) at 
-10.0°С (standard average temperature of the coldest month of the heated period 
(January) for the climate of Kyiv). The average estimated heat consumption of 
the heating period is 2.6 kW, ie up to 12.0 W per 1 m2, the actual heat consump-
tion of the house is even less. Note that in the EU, despite a much more favora-
ble climate, a passive house consumes 15.0 kWh(m2∙year). Experimental specif-
ic heat losses through the facades of the house at an ambient temperature of  
-10°C are only 1.2-1.8 W/m2. 

2.4. Innovative engineering systems of power supply of an experimental house 
Heat supply. A basic low-temperature storage heat pump system (capacity 6 kW) 
was used for heating and hot water supply. Natural and/or accumulated heat of 
soil or water (in a water intake well) is used as a source of low-potential energy. 
For this purpose, a landfill of soil heat exchangers of different geometries was 
built on the territory around the house (horizontal shallow, vertical; multi-loop 
pipes, multi-pass, borehole; soil-water (liquid), soil-water-water, soil-air type). 
Solar heat collectors (flat, tube-vacuum) were used as an additional heat source. 
Heating devices are warm water floors of various laying geometries, including 
capillary floor, warm wall, warm partition, floor and wall fan coils. As a backup 
or peak heating system, the classic radiator-convector heating system based on the 
Viadrus solid fuel boiler, equipped with an original automated pellet burner, 
and/or partially floor and wall electric heating is used. According to the obtained 
experimental data, the use of energy-active windows for heat supply is promising. 
For emergencies (in the complete absence of electricity) an upgraded wood-
burning furnace with a passive free-convection air heating system of the first two 
floors is used. 

Power supply. The basic power supply is realized by solar BAPV-panels 
(Building Applied Photovoltaics) with a total area of 80 m2 and a nominal power 
of 10 kW (photomodules on polycrystalline silicon and on thin films of cadmium 
telluride). Photovoltaics are supplemented by a Fortis Montana wind turbine with 
a nominal power of 5.0 kW and a block of lead-acid batteries. A 2.6 kW Honda 
portable gasoline power plant is used as a reserve. As an additional power source 
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it is planned to use BIPV-windows (Building Integrated Photovoltaics), organical-
ly and structurally built into the structure. 

Thus, in the building consistently during construction and operation im-
plemented a chain: basic building – energy efficient building (facade walls of 
thermal insulation materials) – passive building (originally thermo-modernized 
facades) – zero-energy building (energy-independent) – "smart" building (diag-
nostics systems and operational monitoring, extensive use of process automation 
in engineering systems) – energy-efficient building (this is still in our plans – the 
excess electricity in the summer will be given to the needs of the Institute). 

2.5. Auxiliary engineering systems  
Ventilation. The basic ventilation system is recuperative with additional heating 
of the air leaving the heat exchanger and pre-passage of the supply air through the 
bulk ground accumulator. In another embodiment, the supply air forcibly passes 
through a tubular ground heat exchanger and enters the room directly. Experi-
ments have shown that in winter the temperature of such air does not fall below 
2°C, and in summer it does not rise above 18°C, the ventilation system partially 
performs the function of air conditioning. Basic recuperative ventilation in winter 
contributes to the heating system of a passive house, providing up to 30-35% of 
heat. For ordinary houses, this share averages about 10-15%. 

Air conditioning. The basic cooling system uses a cold circuit of a passive 
heat pump, a system of heated floors and fan coils, as well as a separate mini-
sewer system for condensate drainage. Additionally, a system of ground (geo-
thermal) ventilation is used. 

Air and heat protection. A system of passive thermal protection of all fa-
cades and the roof of the house has been developed due to the organization of 
a free layer in the system of facade and roof insulation, in which air flows freely 
from outside through bulk soil accumulators (northern and southern), heating in 
winter (maximum 8°C) and cooling in summer (12°C) when interacting with the 
soil. In the environment, the flow goes to the top of the house. In fact, it is a sys-
tem of washing almost the entire house with air with more favorable temperature 
than the environmental parameters, ie the creation of a special external-local mi-
croclimate. 

The use of autonomous heat and power supply systems during the year al-
lows us to classify our experimental passive house as a "zero-energy" type of build-
ing, ie energy-autonomous (and non-energy-efficient) building that does not attract 
energy from centralized networks, but produces it in the building or on the adjacent 
area from renewable energy sources. In general, this house is a typical example of 
successful implementation of energy-efficient solutions for autonomous energy 
supply of passive buildings using only environmental energy, which meets current 
trends in low-carbon energy and helps reduce greenhouse gas emissions. 
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In the upper part of the house there is a climatic chamber of real climate, 
which allows year-round monitoring of building structures and building insulation 
materials up to 20 cm thick. 

In general, the building is a full-scale research and diagnostic demonstra-
tion stand for the study of thermophysical properties of promising thermal insula-
tion building materials in real conditions of their operation; to create reliable 
building facade thermal insulation structures from them and innovative energy 
(resource) -supply systems. In fact, the house is an example of the latest trend in 
efficient construction – the creation of Triple Zero buildings – the concept of 
"three zeros" by architect Werner Zobek: 0-energy, 0-CO2 emissions, 0-waste, 
because after the end of life all structures are recycled and used and do not harm 
the environment. 

2.6. Areas of research  
In a more general aspect (Paton et al. 2014, Basok et al. 2018), conducted detailed 
studies on energy efficiency of the entire heat supply sector. Proposals for techno-
logical, organizational and socio-economic innovations aimed at improving the 
energy efficiency of buildings, as well as equipment and engineering systems for 
their energy supply, in particular in the construction of passive buildings such as 
"zero energy". The results of these studies, important for the development of en-
ergy efficiency and innovation strategy for energy supply of buildings and, as 
a consequence, reducing the use of primary energy resources and energy intensity 
of the economy of Ukraine, are given in (Basok et al. 2017), in particular: 
• substantiated new original approaches, principles and methods of solving strate-

gic management of technological modernization of energy supply and energy 
efficiency of buildings and structures with the use of technological and organi-
zational and economic innovations, taking into account the trend of renewable 
energy sources and intelligent systems; 

• a system of indicators and guarantees of technological modernization of heat 
supply of buildings and structures aimed at safety, preservation and improve-
ment of the quality of human life in the implementation of technological solu-
tions has been developed; 

• formulated a new scientific direction – methodology of organizational, econom-
ic and innovative support for modernization of energy supply systems and ener-
gy efficiency of buildings and structures, taking into account their thermal mod-
ernization and the trend of low-carbon technologies in the energy-economy-
ecology triad. 

 
The social significance of the work was the scientific substantiation of 

innovative development of energy supply of settlements of Ukraine in the context 
of climate change (taking into account the trend of renewable energy sources and 
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the relationship of requirements for energy efficiency, economy, environmental 
friendliness), competitiveness and competitiveness energy supply of buildings 
and structures of housing and communal and public spheres. 

Taking into account the results of research on the energy supply infra-
structure of the demonstration passive house and in order to deepen and expand 
the theory and practice of energy efficiency of buildings, in the near future the 
main objectives of research, basic and applied research, topics, methods and tools 
of such research. 

Basic research. The subject of research is the development of scientific 
and technical bases for the development of energy-efficient technologies for ener-
gy supply of buildings in the housing and communal sphere. Research topics: 
1) deepening and expanding the theory of heat transfer in the construction of 

buildings, in particular, taking into account the thermal balance of buildings 
passive contribution of solar energy; 

2) deepening and expansion of the theory of heat transfer in soil massifs when 
using geothermal energy of upper layers of soil for energy supply of buildings; 

3) systematic and continuous accounting during the year of all manifestations of 
climatic factors (solar radiation, wind speed and direction, outdoor air temper-
ature), analysis of their impact on heat transfer through the external elements 
of buildings. 

 
Applied research. The subject of research is the development of technol-

ogies for energy efficient energy supply systems of buildings, taking into account 
the optimization of architectural and planning solutions of buildings. Research 
topics: 
1) assessment of the potential and state of the market of fuel and resource base of 

energy supply, including taking into account non-traditional and renewable en-
ergy sources; 

2) experimental researches on development of scientific and constructive deci-
sions at creation of energy-efficient technologies and the equipment of power 
supply of buildings with definition of initial data and dependences for engi-
neering calculations of the equipment and constructive elements of buildings; 

3) development of methods of in-depth technical and economic analysis of energy 
efficiency of energy supply of the building; 

4) development of organizational, economic and managerial measures and mech-
anisms to increase the efficiency of energy supply of buildings. 

 
In 2016, the European Parliament adopted the EU Strategy on Heating 

and Cooling (COM 2016), the main priorities of which are to increase energy 
efficiency and decarbonization of existing and newly constructed buildings in all 
sectors of the economy. Therefore, one of the main activities of the Energy Union 
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is the development and implementation of medium- and long-term programs to 
reform inefficient heating (cooling) systems, which will reduce the use of fossil 
fuels and reduce import dependence of EU countries. 

At the international level, it is proposed to discuss and approve a Climate 
Strategy, which would identify the main areas of work on GHG emissions man-
agement and activities in the field of adaptation to climate change. Ukraine also 
needs a more systematic approach to developing effective policies to combat and 
adapt to climate change. 

3. Conclusions 
In view of the above, it is necessary to make adjustments to the management sys-
tem of many sectors of the economy of Ukraine, including communal energy, 
primarily heating of buildings and air conditioning of housing and communal 
services (Basok et al. 2021). Therefore, it is extremely important to develop 
measures to shape the policy of adaptation of municipal energy, ie to identify and 
justify the main directions of solving key problems of adaptation of municipal 
energy supply (heat and cold supply) to global warming, taking into account 
norms and standards in energy efficiency, public construction and reconstruction. 
It is necessary to harmonize the normative documents of municipal energy supply 
with the directives of the European Union on the field of municipal energy supply 
and energy efficiency of buildings. It is also necessary to change the applied tem-
perature characteristics, especially the number of degrees-days of warm and cold 
periods, to improve engineering systems and equipment for energy supply of 
buildings, to optimize thermal characteristics of enclosing building structures, in 
particular in the construction of passive houses, zero-energy houses, "green" 
houses, improve the architecture of buildings, etc. 

It is necessary to form a policy of adaptation to climate change to the 
conditions of Ukraine, to develop an appropriate regulatory document – a strategy 
for adaptation of municipal energy supply to climate change and control over its 
implementation. The main provisions of the strategy of adaptation to climate 
change of municipal energy supply should include: 
• goals of the strategy of adaptation to global warming; 
• characteristics of conditions and identification of global warming threat factors 

for municipal energy supply (heat supply and air conditioning); 
• definition of indicators, indicators, their threshold values, exceeding which pos-

es a threat to municipal energy supply; 
• principles of ensuring adaptation to global warming; 
• development of measures and mechanisms that eliminate or reduce the impact 

of negative conditions and factors due to global warming; 
• creation of monitoring as an operational and analytical system for managing 

adaptation measures and mechanisms to eliminate emerging deviations from the 
threshold values of indicators that pose a threat to municipal energy supply. 
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Implementation of the strategy of adaptation of communal energy to cli-
mate change will contribute to the economy and rational use of fuel, energy and 
material resources; reduction of energy costs for the housing and communal sec-
tor; introduction of new architectural, innovative engineering and construction 
solutions; improving the comfort and standard of living of the population; reduc-
ing the country's dependence on imports of fuel and energy resources, and there-
fore will increase the country's energy security. 

The first steps towards creating a framework strategy for the adaptation 
of the whole country to global warming are already planned. In particular, on 
January 24, 2020, the Cabinet of Ministers of Ukraine established an interagency 
group to overcome the effects of climate change. The purpose of its activities is to 
protect the health and well-being of citizens from the risks and consequences of 
climate change. A recent event is the adoption in Ukraine of the Energy Security 
Strategy for the period up to 2025 (Energy… 2021). 

In the framework of the Paris Agreement, the EU policy "European 
Green Course" (COM 2019), the EU concept of "Carbon footprint" (Europarl. 
2020) Ukraine, as a European country, together with the world will develop 
measures and mechanisms aimed at reducing emissions, including related to the 
operation of buildings, as provided for in (IEA, July 2021), scenario NZE2050. 
This is especially true on the eve of the next world climate summit in Glasgow 
this fall. Therefore, the physics and geopolitics of global warming have become 
one of the most pressing transdisciplinary problems of the modern world. It is 
necessary to develop and deepen the scientific, technological and organizational 
(for example, strategic energy management) bases of adaptation of life to current 
and expected climate changes. 
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Abstract: The aim of reviewing information was characterizing in the labor factor 
using in refrigeration technology is and their impact on the environment. The 
development of the refrigeration industry occurred thanks to progress towards 
coolants. The most important aspect of using of refrigerators is their impact on 
health and human life, and atmosphere. By caring for health, the European Union 
achieves legal rights. Research on thermodynamic factors pose a wide field of 
work for many scientists and are the most popular, new information, that can be 
used in practice. 
Keywords: refrigerant, protection, environment, GWP, ODP 

1. Introduction 
The beginnings of refrigeration can be seen in ancient Egypt and India, where 
drinking water was cooled several thousand years ago in porous, clay jugs. 

In ancient China, during the summer season, to cool drinks, people used 
snow and water ice collected in the winter. It was stored in well-protected pits. 
In the reign of Alexander the Great, the above method was used to cool wine for 
legionnaires, and at Nero's feasts. Drinks were also served chilled as indicated. 
Francis Bacon (1561-1621) assessed as first the importance of cooling to main-
tain perishable products in good condition. In Italy was very popular method of 
cooling water by dissolving saltpetre in it, and to obtain even lower tempera-
tures – a mixture of saltpetre and snow. The above-described methods of cool-
ing were based on the use of appropriate properties and physical processes car-
ried out in a natural way. The scientific foundations of refrigeration began to 
emerge at the turn of the 18th and 19th centuries. Josepf Black defined the con-
cept of the heat of vaporization and developed the basics of calorimetry Gay-
Lussac and Dolton investigated the phenomena of gas cooling during their ex-
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pansion. Faraday liquefied some gases (e.g. chlorine). Sadi Carnot studied 
thermodynamic processes and transformations, developed the science of ideal 
and irreversible processes, and carried out an analysis of thermodynamic cycles 
enabling the reception of heat at the expense of providing mechanical work. The 
discovery and definition of many concepts and physical laws made it possible to 
make the first technical attempts to describe the issue of cooling processes and 
the construction of industrial refrigerators – cooling devices. The first attempts 
to build mechanical air and vapour chillers as well as sorption chillers were 
made around the mid-19th century. Dr Garricka from Florida, initiated air chill-
ers. The air chillers were developed and produced by Bell-Coleman, Lightfoot, 
Leicester. Allan, Windhausen produced significant capacities for those times. 
Vapour coolers were created in parallel with the air ones. In 1830 Jacob Perkins 
patented a refrigerator with a solution corresponding to the modern one, with 
a working medium – ethyl ether. The initiative and design work of David Boyle 
from Chicago and Karol Linde from Munich resulted in the replacement of 
ether with ammonia. Some, especially positive, thermodynamic properties of 
ammonia as a refrigerant caused the refrigeration system with this refrigerant to 
displace others for many years. 

In the same period (1859), Ferdynand Carre constructed an absorption 
refrigerator that was extremely carefully and well thought out, the basic idea of 
which has survived to this day. The transport of food products (meat, fruit) from 
overseas countries (South America, Australia, New Zealand) to Europe had 
a significant impact on the development of refrigeration. A distinguished pio-
neer in this field is Ch. Tellier, who was the first to implement the idea of trans-
porting perishable food products by ocean vessels, adapting the ship "Le Frigo-
rifique" and then "Le Paraquay". The development of land refrigeration was 
mainly based on the ammonia (approx 90%), partly on carbon dioxide (carbonic 
anhydride approx 10%) and to a small extent on sulfur dioxide (sulfur anhy-
dride approx 1%) (Kuprianoff et al. 2014, Niebergall 1959, Stefanowski 1949). 

Nowadays, they strive for energy efficiency, miniaturization, and being 
eco on every level of life also in the field of refrigerants, new solutions are used 
to allow the most economical steps to improve efficiency (Abas et al. 2018, 
Antunes et al. 2016). 

2. Research 
The refrigerants used in a cooling device for heat transport should meet certain 
specific requirements, the most important of which are: 
1. Pressures used in refrigeration should not be too high, not exceeding those 

used in other fields of technology, but not lower than the atmospheric pres-
sure, so that any leaks result in harmful suction of air and moisture from the 
outside; 



The Influence of Modern Refrigerants on Environmental Protection 571
 

2. The heat of evaporation (evaporation enthalpy) should be as high as possible, 
and the specific volume of vapors as small as possible, so that the dimen-
sions of the refrigerator are not excessively large; 

3. The refrigerants must not react chemically and may not have a harmful effect 
on the elements of machines and other technical devices or on their sur-
roundings; 

4. The production price, cost, and ease of purchasing factors should correspond 
to economic conditions; 

5. Refrigerants and their products resulting from their decomposition (caused by 
e.g. too high temperature, moisture content) should not affect on the envi-
ronment. 

 
In the area of large on-ground cooling towers, ammonia is most used 

due to its ease of production (e.g. in the production of fertilizers for agriculture 
or by hydrogen and nitrogen synthesis), not very high vapor pressure in the 
cooling device (maximum approx 13 MPa), the possibility of using iron-based 
materials, high, practically unlimited solubility in water, easy to identify pres-
ence in the air due to the characteristic smell (0.001% by volume can be detect-
ed by smell). 

The basic disadvantages of ammonia as a refrigerant include its harmful 
effect on human health when its content in the air exceeds 0.1% by volume. 

Carbonic acid anhydride is also used in refrigeration. This fluid when 
used in refrigeration, makes the devices relatively small, due to high operating 
pressures and a small volume of vapors. Carbon dioxide is an odorless and does 
not chemically interact with metals and refrigerants, but for humans, air con-
taining more than 5% by volume becomes suffocating. There are several meth-
ods of obtaining carbon dioxide relatively easily, so its availability does not 
pose any problems. On the other hand, a negative property of carbon dioxide is 
its very high, maximum pressure of up to about 100 bar and a low critical point 
(about 3 MPa, at a temperature of +35°C and a pressure lower than 5.28 MPa) it 
may solidify – freeze. High pressures and low cooling (evaporation) efficiency 
have limited its use. 

Sulfuric anhydride – sulfur dioxide SO2 has found little use, because of 
a low content in the air (about 0.01%) it has a choking effect and irritates the 
respiratory system. The liquefied oil shows oily properties, so the friction ele-
ments of the compressors do not require the use of lubricants, which would, 
however, be aggressive. In the presence of moisture, it becomes aggressive to-
wards metals. 

Methyl chloride CH3Cl, when inhaled in larger amounts, has a stunning 
effect – similar to the action of alcohol, it is flammable, has a weak chemical 
effect on metals and breaks down greases and oils. 
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Sulfur dioxide and methyl chloride have been used sporadically in re-
frigeration, mostly in small refrigerators, especially household refrigerators, as 
well as in gastronomic refrigeration. 

Extremely intensive development of refrigeration at the beginning of 
the 20th century in transport, especially sea transport, led to the search for 
a refrigerant that is safer than ammonia, especially in shipbuilding, the use of 
which in the face of the threat of a sea disaster or other major failure has be-
come problematic for ship crews. This search was directed to the compounds of 
carbon, chlorine, fluorine and hydrogen, the so-called freons. 

The first, used from around the 1930s, was deufluoride chloromethane 
(CF2Cl2), known as freon 12. It is a colorless gas with no odor heavier than air, 
non-poisonous, non-flammable, aggressive to metals in the presence of mois-
ture. HCl and HC – extremely dangerous, gases – choking on the body through 
the respiratory tract. 

The introduction of freon 12 as a refrigerant increased the operational 
safety of ship refrigeration equipment, however, it did not meet the demand for 
refrigerants in a wide range, especially in terms of efficiency. The search for 
more universal agents resulted in the development and production of new agents 
with a wide range of applications including various mixtures, which continues 
to this day. The new refrigerants, however, are mostly based on components 
characteristic of freons, but more stable and containing much less chlorine and 
fluorine. 

The gigantic development of refrigeration, including the production of 
refrigerants, has led to the need to analyze the harmfulness of their impact and 
introduce mechanisms limiting their use. 

As a result of the destructive impact of CFC and HCFC refrigerants on 
the natural environment, in particular the destruction of the ozone layer and the 
intensification of the greenhouse effect, radical measures were taken to elimi-
nate halogen derivatives from common use. The first international agreement to 
protect the ozone layer was the Vienna Convention adopted on March 22, 1985. 
Next international agreement to protect the environment was the Montreal Pro-
tocol, which entered into force on September 16, 1987. Since the entry into 
force of the Montreal Protocol, the production and consumption of ozone-
depleting substances (CFCs, HCFCs, halons) has fallen by more than 97 percent 
(https://www.schiessl.pl/pl/czynniki-chlodnicze). Its implementation was adopt-
ed by the Council of the European Union and ratification by the Sejm of the 
Republic of Poland of the Act on Substances that Deplete the Ozone Layer of 
April 20, 2004. These documents define the principles of using substances 
harmful to the ozone layer in the operation of equipment, and introduced a ban 
on the widespread use of CFC agents (R11, R12) and from 01.01.2010 R22 
freon in newly designed cooling devices. 
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On the basis of the new Act of May 15, 2015 on substances that deplete 
the ozone layer and some fluorinated greenhouse gases – Journal of Laws of 
2015, item 881 and the Regulation of the Minister of Development of January 
11, 2016 on leakages in refrigeration, air conditioning and heat pumps as well 
as the fire protection system containing controlled substances or harmful fluori-
nated greenhouse gases (Journal of Laws of 2016, item 89), it is required to 
check the tightness in accordance with the schedule temporarily. 

The above provisions triggered an increased search for substitutes for 
the above-mentioned prohibited substances, which had to meet a number of 
chemical, physical, physiological, temperature, ecological, economic and safety 
criteria. 

The necessity to withdraw the refrigerants identified as dangerous re-
sulted in replacement with pro-ecological agents (e.g. R401A, R407C, R410A), 
including those of natural origin (NH3, CO2, propane). 

The R134a refrigerant has become the most popular substitute for R12 
in recent years, despite its indisputable thermodynamic advantages, but this 
refrigerant is characterized by a very high greenhouse effect (GWP134a = 
1430). This property influenced the decision to withdraw from use and opera-
tion with the Directive of the European Parliament and the Council of Europe in 
2006 EG in all newly manufactured refrigeration devices and MAC (Mobile Air 
Conditioning) systems the use of fluorinated greenhouse gases for which the 
GWP is greater than 150. So it was proposed to withdraw the R134a refrigerant 
from car air conditioning systems in all new models from January 2011, while 
from January 2017, the use of R134a was banned in all newly manufactured cars. 

This refrigerant has been replaced by a new, environmentally friendly 
refrigerant from the HFO group currently used. 

The use of freons in EU countries is covered by the Regulation of the 
European Parliament and of the Council of Europe (EC No. 517/2014 of April 
16, 2014) on certain so-called fluorinated greenhouse gases. The limitation and 
elimination of harmful gas emissions to the atmosphere is an important issue in 
refrigeration technology. Each EU regulation is a stimulus for national law and 
is the basis for the development of national internal regulations. The European 
Parliament has created a strict situation defining the methods of dealing with 
substances that deplete the ozone layer – CFC chlorofluorocarbons, HCFC hy-
drochlorofluorocarbons as well as substances contributing to the greenhouse 
effect – the so-called F-gases – HFC hydrofluorocarbons. 

A positive results of the application of the above-mentioned measures 
are signals of a slow recovery of the ozone layer in the atmosphere.  

The Prozon Foundation in Poland works to protect the ozone layer, 
which protects the Earth from harmful UV-B solar radiation. Prozon supports 
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the reduction of the consumption and emissions of ozone-destroying substances, 
CFCs and HCFCs (https://prozon.org.pl/index.php). 

Now the most commonly used synthetic HFC and HFO refrigerants. 
Many of them are modern. These are factors with the global warming potential of 
GWP less than 1500, 750 or even 150. From January 2020, it is forbidden to re-
plenish the losses of R404A, R507 or R23 refrigerants. The ban also applies to 
direct substitutes for R22 – i.e. R419A, R422A, R422D and MO89. The ban has 
several exceptions, e.g. it does not apply to military equipment and devices for 
freezing products at -50°C (http://www.rynekinstalacyjny.pl/artykul/id3695, 
czynniki-chlodnicze-legislacja-dzis-i-jutro?gal=1). 

3. Results of research 
In addition to the production and appropriate selection of new and new refriger-
ants, a serious problem is obtaining information about their thermodynamic 
properties, including heat transfer. An additional difficulty is obtaining this 
information in multiphase processes: evaporation and condensation. It requires 
a lot of painstaking work that is carried out by specialized research centers 
around the world. The great complexity of the heat transfer processes of such 
substances makes it impossible to conduct effective theoretical research, which 
forces us to carry out experimental works, and therefore practical ones, requir-
ing the construction of complex, costly research and measurement stands that 
greatly increase costs and time-consuming. Hence, few scientific centers under-
take the above-mentioned research. One of them is the Koszalin University of 
Technology, where such research is successfully carried out at the Department 
of Heat and Cooling Technology – currently the Department of Energy. These 
studies concern obtaining the values of the heat transfer coefficients of new pro-
ecological refrigerants entering into service: 
1. Heat transfer coefficients during evaporation in tube, mini-channel and plate 

heat exchangers, 
2. Heat transfer coefficients in tubular heat exchangers and long coils during 

condensation processes, 
3. Heat transfer coefficients of refrigerants in the area of superheated of com-

pressed vapors, 
4. Research on the flow resistance of refrigerants during evaporation, condensa-

tion in tubular exchangers and mini channels, 
5. Research on the possibility of extending the use of various refrigerants. 
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Fig. 1 shows the ecological indicator set for the selected refrigerants. 
Fig. 2 shows for new small refrigeration equipment commercial and in-

dustrial and air conditioning and safety groups according to EN 378. 
 

 
Fig. 1. Ecological factors of chosen refrigerants-compare (Białko B. 2019) 

 

 
Fig. 2. Replacements for new small refrigeration equipment (for R134a), commercial 
and industrial (for R404A) and air conditioning (for R410A) – safety groups according 
to EN 378: A – non-toxic, B – toxic, 1 – non-flammable, 2L-slightly flammable,  
2 – medium flammable, 3 – flammable (Danfoss drawing) (Targański W.) 
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TEWI – Total Equivalent Warming Impact. 

TEWI = GWP L n + GWP m (1-f) + n E z 

Ingredients this impact are (Zakrzewski, B. 2014): 
GWP – refrigerant capacity factor to global warming with reference to the CO2, 
L – emission factor to air [kg/year], 
n – operation time [years], 
m – filling installation of refrigerant [kg], 
f – dimensionless number of assessment the degree of recovery [-], 
E – energy consumption by the device during the year, (E = n ∙ tr), 
z – CO2 emissions per unit of energy conversion [kg CO2/kWh], 
n – power of heat pump [kW], 
tr – annual working time [h]. 

 
Legislation has been developed on ozone-depleting substances and on 

certain fluorinated greenhouse gases. EU regulations must also be respected by 
our country. Legal regulations are the provisions of the European Union treaty 
on which the regulations in the individual EU member states are based. There 
have been many directives, regulations and journals of laws which regulate the 
provisions in this matter (Commission Regulation (EU)… 2015, Journal of Laws… 
2018, Commission Regulation (EU)… 2016/2281). Fig. 3 present a process of re-
ducing internal greenhouse gasses in UE. 

 

 
Fig. 3. The process of reducing internal greenhouse gasses in UE (100% = 1990) 
Source: http://www.rynekinstalacyjny.pl/artykul/id3695,czynniki-chlodnicze-legislacja-
dzis-i-jutro?gal=1 
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Fig. 4. present a global refrigerant standards and codes. 
 

 
Fig. 4. Global refrigerant standards and codes 
Source: Carrier Engineering Newsletter Vol. 3, Issue 2, Carrier Corporation 2015, New 
Refrigerants Impact Standards and Codes. Available: www.carrier.com/commercial 
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economy. They are withdrawn from the use of substances that destroy the ozone 
layer (i.e. CFC and HCFC freons). All this to protect our life and planet 
(http://www.rynekinstalacyjny.pl/artykul/id3695,czynniki-chlodnicze-
legislacja-dzis-i-jutro?gal=1). 

4. Conclusion 
When using refrigerants, safety is the first priority! Of course, it is best if the 
GWP potential indicator is as low as possible and the ODP potential indicator is 
zero. However, factors with low GWP are usually highly flammable, while fac-
tors with a high energy content can be toxic (https://prozon.org.pl/index.php). 
It is a matter of the appropriate selection of priorities and a compromise be-
tween thermodynamic indicators and ecology. 
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From the beginning of its existence, refrigeration technology has set 
specific and very complex and excessive requirements regarding the construc-
tion, material engineering, durability of both individual elements (compressors, 
heat exchangers, evaporators, coolers, condensers, subcoolers, safety and auto-
mation elements and systems) as well as appropriate, certain permanent entire 
systems, sometimes operating in variable, often extreme environmental condi-
tions, especially in relation to the function of the need to secure food storage, 
including all types of transport (land, sea and air), as well as ensuring appropri-
ate climatic conditions, both in general and specialized systems, (medical facili-
ties, in recent years even in space). 
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Abstract: This paper pertains to the influence of decreasing supplementation to 
transformation of chemical forms of Ni, Zn and Cu during composting of sewage 
sludge. A universally used supplementing material constituting a rich source of 
organic carbon is straw. Addition of straw to sewage sludge is aimed at increasing 
C/N proportion up to at least 15 due to the risk of formation of toxic forms of 
nitrogen, concentration of which in sewage sludge is exceptionally high. We have 
presented in this paper the results of speciation research of three elements 
applying Tessier’s sequential extraction. It’s been proven that decreasing of straw 
share in the composted mixture with sewage sludge down to the level of C/N 
value below the admissible value, has a beneficial effect on the allocation of 
tested heavy metals towards the forms that are permanently bound in compost 
matrix. A systematic increase of organic (IV) and residual (V) fractions share and 
decrease of mobile forms of heavy metals content in bioavailable fractions i.e. 
ion-exchange (I) and carbonate (II) has been ascertained.  
Keywords: sewage, composting, heavy metals, speciation 
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1. Introduction 
Composting of sewage sludge originating from municipal sewage treatment, is 
a universally applied method of biological transformation of biodegradable 
waste that assures obtaining of highly fertile material i.e. compost (Curtis & 
Claassen 2009, Carrizo et al. 2015). Due to high content of macroelements, 
mainly organic carbon, nitrogen and phosphorus, mechanically dehydrated 
sewage sludge makes a valuable raw material for production of compost, which 
complies with the requirements set for soil improvers and materials substituting 
soil in growing media (Pinasseau et al. 2018, Regulation EU 2019). High 
concentration of total nitrogen in mechanically dehydrated sewage sludge 
generally falling into 2-7% DM (dry matter) interval (Sidełko et al. 2010, 
Świerczek et al. 2018) and its high humidity amounting to 85-75% (Kacprzak et 
al. 2017) causes that composting of sewage sludge requires use, at the compost 
mass formation stage, of a supplement featuring high concentration of organic 
carbon and low nitrogen content (Hamoda et al. 1998, Zhang et al. 2010, 
Doublet et al. 2010). The optimum C/N ratio at the compost formation 
commencement point should fall, according to various sources, within 20-30 
interval (Sidełko et al. 2011, 2017) whereas value of this parameter in 
dehydrated sewage sludge generally does not exceed 7 (Kacprzak et al. 2017). 
The required C/N ratio originates, among other things, from a hazard of 
generation of nitrogen toxic forms – NH3, in conditions of increased organic 
nitrogen concentration in sewage sludge (Gonzalez et al. 2019). 

Supplementation, being an essential operation for sewage sludge 
composting, was a theme of many studies associated with use of various organic 
materials i.e. sewage sludge with green waste originating from park and garden 
upkeep activities, where the proportion of both components was 1:1.2 w/w (C/N 
= 28.9) (Gonzalez et al. 2019), sewage sludge with wood shavings and mature 
compost in proportion of 1:0.5:0.17 w/w (C/N = 19.3) (Zheng et al. 2018), 
sewage sludge with maize straw 1:1.9 w/w (C/N = 30) (Głąb et al. 2018) and 
sewage sludge with maize stark – 5.7% moisture content 1:0.17 w/w (C/N = 
18.2) (Li et al. 2017). Research works on sewage sludge composting with 
supplementation below C/N = 15 proportion. due to a possibility of generation 
NH3, having unfavourable impact on the kinetics of organic matter 
decomposition, are, however, rare. Test results for compost samples performed 
in laboratory conditions using a reactor of approximately 1.3 m3 volume and 
proportion between dehydrated sewage sludge and barley straw being 1:0.3 
respectively (C/N = 15) obtained by Kulikowska & Sindrewicz (2018), did not 
confirm any unfavourable impact of the increased volume of sewage sludge in 
composted mass on the process course. Also results of our own earlier research 
work on composting of sewage sludge using a dynamic reactor in industrial 
conditions, taking into account observed compost temperatures and timing of its 
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maintenance as well as the change of organic substance content and C/N 
parameter, have indicated correct course of composting at relatively low C/N 
value amounting to 10 (Sidełko et al. 2020). 

The research work initiated in 2018 pertained to evaluation of compost-
ing process in conditions of increased concentration of sewage sludge in its mix-
ture with straw and comprised an analysis of change of selected physico-chemical 
indicators values, including also heavy metals. Total heavy metals content in 
compost qualified as soil improver makes, in accordance with applicable regula-
tions, a criterion admitting compost for use in agriculture (Regulation EU 2019). 
The Regulation of the European Parliament and of the Council (EU) 2019/1009 
of 5 June 2019 strictly defines the admissible levels of total Ni, Hg, Cr (VI), 
Pb and As (inorg) in organic fertiliser content. However, the recommended total 
copper content must not exceed 300 mg/kg DM and zinc 800 mg/kg DM. 

The total heavy metals content does not allow to asses the level of haz-
ards that the natural environment would be exposed to, which may constitute 
the application of composted sewage sludge to the soil. In order to determine 
bioavailability. mobility and reactivity of trace elements, analytical procedures 
based on sequential extraction are used (Janowska & Szymański 2009, Zhu 
2014). The most frequently applied method is the sequential extraction devel-
oped by Tessier et al. (Zhu 2014). It consists in separation of five fractions i.e. 
ion-exchange, associated with carbonates and Fe/Mn oxides, with organic sub-
stance and residual fraction. It’s been proved that metals in form of ion-
exchange and water-soluble compounds can migrate and be accumulated in 
plant tissues (Zhu 2014).  

The objective of our research work was to determine Ni, Zn and Cu 
amounts bound in specific chemical forms, also in form of complexes that are 
hardly available for microorganisms. It is considered that bonding of heavy 
metals in the solid phase during composting e.g. in humic compounds structure 
and argillaceous minerals compared to other chemical forms is exceptionally 
strong (Szymański et al. 2005). Thus the risk of liberation of heavy metals to 
the ground and their bioaccumulation in cultivated plants is reduced. 

2. Materials and Methods 
Field research was performed at Goleniów wastewater treatment plant withing 
a project financed under EU South Baltic programme (STEP 2018).  

Before modification of the composting technique. which took place in 
October 2020, processing of sewage sludge originating from municipal 
wastewater treatment consisted in its mechanical dehydration and then compost-
ing with straw, wood chips and mature compost (inoculum) added in mass pro-
portion of – 4:1:0.5:0.5. Composting was performed in roofed windrows 70 m 
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in length and trapezoid cross-section dimensions being 3m – bottom base width 
and 1.5 m – the height. The windrows were periodically mechanically over-
turned at a rate of two overturns per week during the first three weeks of com-
posting and, in the subsequent weeks, once per week on average. Composting 
operation comprising an intense phase and maturing lasted 4-5 months depend-
ing on the external conditions. 

Two windrows differing in proportion of particular components being re-
spectively: windrow no 1 (series 1) – 4:1:1 and windrow no 2 (series 2)  
– 8:1:2 (sewage sludge : straw : wood chips and inoculum) were earmarked for 
the research. From each windrow compost samples weighing approximately 1 kg 
were taken; apart from the selected physico-chemical indicators heavy metals 
were determined by application of a flame method using AAS atomic absorption 
spectrometer. The analysis of heavy metals fractions based on the multistage se-
quential extraction was performed using the Tessier’s method (Table 1). 

 
Table 1. Analytical procedure  

Step Fraction Extractant Extraction conditions 
temperature time 

I FR I  
exchangeable 10 cm3 1 M CH3COONH4 pH = 7 20°C 1h 

II FR II 
carbonate 20 cm3 1M CH3COONa. pH = 5 20°C 5h 

III 

FR III  
bound with 
Mn and Fe 

oxides 

20 cm3 0.04 M NH2OH∙HCl  
w 25% (v/v) CH3COOH 95°C 5h 

IV 
FR IV 

organics and 
sulphides 

a) 5 cm3 0.02 M HNO3 + 5 cm3 
30% H2O2 . pH = 2 

b) 5 cm3 30% H2O2 . pH = 2 
c) 10 cm3 3.2M CH3COONH4  

w 20% (v/v) HNO3
 

a) 85°C 
 

b) 85°C 
c) 20°C 

2h 
 

3h 
0.5h 

V FR V  
residue 

5 cm3 65% HNO3 + 1 cm3 30% 
H2O2 + 1 cm3 75% HClO4 

Microwave  
mineralization 

*Szymański et al. 2005 
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3. Results and discussion 
Generally, total concentrations of tested heavy metals increased in both series 
during the composting (Table 2-4). 
 
Table 2. Average Ni content in fractions 

Composting time  
day 

Average Ni content in fractions. [mg/kg d.m] 
FRI FRII FRIII FRIV FRV sum 

Windrow no. 1 – 4:1:1 (sewage sludge/straw/wood chips and innoculum) 
3 0.83 0.38 0.50 2.50 9.30 13.51 

10 0.30 0.50 0.38 3.13 13.95 18.26 
16 0.30 0.25 0.38 3.00 12.33 16.26 
24 0.30 0.25 0.25 3.25 12.45 16.50 
29 0.23 0.25 0.25 3.13 18.62 22.48 
48 0.23 0.25 0.13 3.88 19.78 24.27 
62 0.15 0.25 0.00 3.88 9.80 14.08 
83 0.23 0.50 0.00 4.38 10.90 16.01 
111 0.15 0.50 0.00 4.50 10.10 15.25 
133 0.15 0.50 0.00 5.13 16.23 22.01 

Windrow no. 2 – 8:1:2 (sewage sludge/straw/wood chips and innoculum) 
3 0.68 0.38 0.88 2.38 8.45 12.77 

10 0.15 0.25 0.50 3.38 8.73 13.01 
16 0.30 0.00 0.50 3.00 9.95 13.75 
24 0.15 0.13 0.50 3.13 15.35 19.26 
29 0.15 0.00 0.25 3.38 16.73 20.51 
48 0.23 0.25 0.00 3.25 4.73 8.46 
62 0.15 0.00 0.00 3.50 12.85 16.50 
83 0.15 0.25 0.00 3.13 9.73 13.26 
111 0.15 0.25 0.00 3.25 12.10 15.75 
133 0.15 0.13 0.00 3.38 13.35 17.01 

Sewage sludge 2.03 2.63 1.25 1.50 3.10 10.51 
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Table 3. Average Zn content in fractions 

Composting time 
day 

Average Zn content in fractions. [mg/kg d.m] 
FRI FRII FRIII FRIV FRV sum 

Windrow no. 1 – 4:1:1 (sewage sludge/straw/wood chips and  innoculum) 
3 14.25 124.88 162.88 90.75 48.75 441.51 

10 14.93 117.00 178.50 94.38 70.45 475.26 
16 16.65 115.63 183.88 97.13 69.48 482.77 
24 19.43 112.38 183.63 110.50 58.58 484.52 
29 14.10 109.38 205.38 106.38 74.09 509.33 
48 11.93 92.13 213.25 136.50 78.70 532.51 
62 9.98 82.75 208.75 167.75 79.48 548.71 
83 10.80 69.25 198.63 170.00 84.83 533.51 
111 10.28 62.75 195.38 170.38 123.23 562.02 
133 10.43 65.25 194.38 177.13 107.83 555.02 

Windrow no. 2 – 8:1:2 (sewage sludge/straw/wood chips and  innoculum) 
3 16.58 117.00 160.00 62.88 49.05 405.51 

10 10.28 90.75 181.88 101.75 47.10 431.76 
16 13.58 102.00 177.13 85.50 60.80 439.01 
24 14.40 82.00 152.63 85.88 43.60 378.51 
29 14.10 88.50 186.88 94.25 39.53 423.26 
48 16.20 68.50 148.50 105.50 55.05 393.75 
62 13.50 63.75 169.88 112.63 40.50 400.26 
83 8.85 69.50 162.75 120.50 59.40 421.00 
111 9.30 67.00 157.00 141.00 54.70 429.00 
133 10.80 71.63 148.25 145.50 77.33 453.51 

Sewage sludge 28.95 146.63 253.25 91.13 31.80 551.76 
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Table 4. Average Cu content in fractions 

Composting time 
day 

Average Cu content in fractions. [mg/kg d.m] 
FRI FRII FRIII FRIV FRV sum 

Windrow no. 1 – 4:1:1 (sewage sludge/straw/wood chips and  innoculum) 
3 14.25 5.25 4.13 120.75 44.63 189.01 

10 7.73 3.38 4.38 131.25 57.53 204.27 
16 7.65 3.00 3.75 138.00 56.35 208.75 
24 6.75 2.50 3.25 143.13 56.63 212.26 
29 5.33 2.25 3.50 133.88 74.13 219.09 
48 4.35 1.75 3.38 145.88 80.15 235.51 
62 3.83 1.50 3.25 155.63 74.75 238.96 
83 4.20 1.50 3.25 171.25 65.55 245.75 

111 3.75 1.25 3.00 169.13 78.13 255.26 
133 4.50 1.50 2.75 166.00 78.75 253.50 

Windrow no. 2 – 8:1:2 (sewage sludge/straw/wood chips and  innoculum) 
3 18.00 6.75 5.25 117.63 34.88 182.51 

10 6.38 2.63 3.63 145.50 44.38 202.52 
16 7.13 3.00 3.75 132.00 46.88 192.76 
24 6.08 2.25 3.63 120.25 37.80 170.01 
29 6.08 2.13 4.50 133.00 48.05 193.76 
48 5.48 1.75 2.88 120.50 44.90 175.51 
62 4.13 1.38 3.00 129.38 41.63 179.52 
83 3.15 1.63 2.88 122.00 54.60 184.26 

111 3.45 2.13 3.00 122.63 59.05 190.26 
133 3.90 2.13 2.63 125.88 66.73 201.27 

Sewage sludge 27.75 8.88 9.00 131.38 48.25 225.26 
 

Observed increases of total contents of tested metals were associated 
with successive ullage of organic matter content during composting causing 
decrease of the dry matter content. In the reaction close to neutral (pH ≈ 7), 
heavy metals practically do not form any soluble compounds. Therefore, the 
total content of heavy metals does not change significantly but their concentra-
tion, translated into diminishing dry matter, increases. The phenomenon of in-
crease of heavy metals concentration during composting is confirmed by values 
of calculated Pearson correlation coefficients defining the linear interdepend-
ence level. Data put in Table 5 show strong negative correlation between the 
tested metals and organic matter (OM) although in Cu case, obtaining of the 
result that would confirm the increasing concentration phenomenon required 
intervention in the data structure and removal of the so-called outlier not falling 
within the predefined 95% level of confidence. 
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Table 5. Pearson correlation coefficients values 

Series 
Correlation 

Ni /om Cu /om Zn /om 
No 1 -0.69 0.14/-0.38 -0.44 
No 2 -0.28 -0.58/-0.65 -0.55 

 
Following removal of one case from the available database, value of the 

correlation coefficient describing the force of relation between Cu and OM (or-
ganic matter) decreased from 0.14 down to -0.38 in series 1 and from -0.58 
down to -0.65 in series 2. Action consisting in elimination of outliers impact, or 
possibly their substitution with average values, may change the force of the 
observed relation fundamentally and is an element of proprocessing used in 
statistical analysis. Figures 1 and 2 show course of the regression lines using all 
the data respectively and after removal of one case describing copper content in 
sewage sludge (Table 4). 

 

 
Fig. 1. Regression line and force of correlation describing Cu-OM association before 
data correction  
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Fig. 2. Regression line and force of correlation describing Cu-OM association after data 
correction 

 
Despite a failure to determine the admissible Cu and Zn contents in soil 

improver, high concentration of both elements, likewise Ni, was the main cause 
of fractioning operation for all three heavy metals. Metal fractioning allows for 
settlement of chemical forms of given element in the same compost sample. 
Contents of heavy metals bound in form of various compounds results from 
settlement of a natural equilibrium depending on the environmental conditions. 
A partial objective for this stage of research was the assessment of a risk origi-
nating from presence of mobile forms of nickel, copper and zinc posing a real 
hazard for the environment. It is considered that binding of heavy metals in the 
solid phase during composting, e.g. in the structure of humic compounds and 
argillaceous minerals, compared to other chemical forms, is exceptionally 
strong. Thus, the risk of heavy metals liberation to the ground and their bioac-
cumulation in cultivated plants is reduced.  

Compost samples fractioning used to distinguish metal compounds 
groups featuring specific properties has been performed using the Tessier’s 
method. According to the said method, five groups have been identified as: 
rechangeable metals (fraction I), carbonates bound metals (fraction II), metals 
bound with hydrated oxides of iron and manganese (fraction III), metals bound 
with organic matter (fraction IV) and metals bound with aluminosilicates (frac-
tion V). Fractions I and II are considered unstable, liable to liberate metals to 
the environment. However. metals in fractions IV and V are bound in 
a permanent way (Szymański et al. 2005). 
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Test results have shown that sewage sludge composting process runs 
correctly even at initial proportion of C/N ≈ 10, i.e. much lower than the rec-
ommended value 15-25. When we compared test results for performed com-
posting trials (series), it turned out that the lower the volume of sewage sludge 
with relation to straw per batch, the higher the temperature inside compost 
windrows and longer the period of the thermophilic phase (STEP 2018). Conse-
quently, more favourable changes as to allocation of heavy metals chemical 
forms had been occurring. Having analysed structure of the data in terms of 
change of determined fractions contents with flow of composting time, it can be 
stated that metal contents bound in fraction I and II decreased and increased in 
fractions IV and V (Table 2-4). 

For nickel, in both series (Table 2), total concentration values in mature 
compost attained the following levels respectively: 40 and 34% of the admissi-
ble value i.e., 50 mg/kg DM (Regulation EU 2019). Average nickel content in 
fractions IV and V in mature compost produced in each performed series consti-
tuted more than 97% of the total content. Ni contents (in mature compost) in 
ion-exchange fraction, carbonate bound and Fe/Mn oxides fractions did not 
exceed 1% of the total contents. This means that any toxic hazard originating 
from nickel impact, in the case of compost usage in agriculture, practically does 
not exist. Changes of contents of nickel bound in particular fractions in series 
1 and 2 is illustrated by linear regression graphs shown in Fig. 3 and 4 respec-
tively. Similar trend has been noted for copper and zinc. 

 

 
Fig. 3. Trend lines for contents of Ni bound in five tested fractions – series 1  
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Fig. 4. Trend lines for contents of Ni bound in five tested fractions – series 2 

 
Total zinc contents in mature compost samples in both series was 

555.02 mg/kg DM and 453.51 mg/kg DM respectively and did not exceed the 
admissible value set in the Regulation of the European Parliament and of the 
Council (EU) 2019/1009 of 5 June 2019 (Regulation EU 2019) – i.e. 800 mg/kg 
DM (Tab. 3). Zinc occurred in tested samples mainly in the Fe/Mn oxide (FIII) 
and organic (FIV) fractions. Percentage of Zn in fraction FIII series 1 amounted 
from approximately 32% to approximately 44% whereas in series 2 from ap-
proximately 34% to 40% of total content. In both compost windrows (series 1 
and 2), decrease of ion-exchange zinc compounds (FI) was observed (Table 3). 
Compost samples taken during the last day of series 1 process (lower sewage 
sludge content in the composted biomass), featured higher percentage of Zn in 
fraction I (2.38%) than the samples taken for series 2 (1.88%).  

During the course of the process decrease of zinc compounds in car-
bonate fraction content was noted. Percentage of Zn, in samples taken on the 
133rd day, amounted to, in this fraction, 15.79% (series 1) and 11.76% (series 2) 
of the total content. However, concentration in the fraction bound with organic 
matter (FIV) was increasing (Table 3). 

Total content of Cu in the samples taken at the final composting stage 
amounted to 253.50 mg/kg DM (series 1) and 201.27 mg/kg DM (series 2) 
(Tab.4) and did not exceed the admissible value set in the Regulation of the 
European Parliament and of the Council (EU) 2019/1009 of 5 June 2019 (Regu-
lation EU 2019). It has appeared from the fraction analysis that copper occurred 
mainly in the organic fraction (FIV). Percentage of Cu bound with organic frac-
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tion taken from windrow during composting was from 61% to 72% of total 
content of this element. Percentage of Cu in the residual fraction (FV) has been 
noted within the 19-34% interval. The lowest copper compounds contents per-
centage at both stages has been noted for the fraction bound with Fe/Mn oxides 
and with carbonates. It was 1.30% for series 1; 1.08% for series 2 and 1.06% for 
series 1; 0.59% for series 2 respectively. Percentage of ion-exchange copper 
compounds at the first composting stage (up to the third day) was approximate-
ly 9% of total content of this element whereas in mature compost samples the 
percentage of ion-exchange copper forms did not exceed 2% of the total con-
tent. Compost samples taken from a windrow containing higher share of sewage 
sludge in the composted mass (series 1) featured higher content of copper forms 
in fractions I, II and III than in series 2. 

4. Summary 
The speciation analysis results pertaining to determination of zinc, copper and 
nickel in sequentially separated chemical forms isolated from compost samples 
have shown that as composting time flows, beneficial changes as to allocation 
of the tested heavy metals take place. Systematic increase of the contents of 
tested elements in stable fractions at the expense of the fractions, which rela-
tively easily liberate heavy metals bound with them, has been ascertained. Frac-
tions III, IV and V, unlike fractions I and II, are treated as biologically stable. 
During sewage sludge composting with straw added in proportion 4/1, amount 
of zinc bound in three of the above-mentioned fractions increased from 271.9 to 
371.1 mg/kg DM, which indicates 37% increase. For Cu and Ni, increase being 
estimated in similar way amounted to 24% and 43% respectively. Increase of 
sewage sludge volume in straw mixture up to the level having mass proportion 
of both components 8/1, results in higher allocation of the tested heavy metals 
in non-bioavailable fractions. Total contents of Zn, Cu and Ni in fractions III-V 
increased by 58%. 46% and 73% respectively. 

Therefore, a conclusion can be drawn that decrease of supplementation 
consisting in lower amount of straw added to composted sewage sludge, thus 
reduction of C/N proportion, clearly improves the effect of heavy metals bond-
ing in non-bioavailable chemical forms. 

 
This research was partly funded by the European Union Interreg South Baltic 

Programme, „Sludge Technological Ecological Progress – increasing  
the quality and reuse of sewage sludge” number STHB.02.02.00-32-0110/17. 
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Abstract: With the increasing need for energy, energy studies to be obtained from 
waste gain importance. In this study, it has been tried to determine the amount of 
biogas energy that can be obtained from olive pomace (pirina), which is produced 
by processing oil olives. Numerical maps of pirina amounts and potential biogas 
energy values and location maps of the proposed pirina processing plant were 
created. The necessary calculations were made by comparing the obtained results 
with the relevant literature information. In the study, the current potential biogas 
energy amount was calculated, maps were created and the electricity and gasoline 
energy equivalent levels of this energy were tried to be calculated using the 2015-
2019 data of the Mediterranean, Aegean and Marmara Regions. The total potential 
amount of pirina in the research area is 1853375.7 tons and the potential biogas 
energy amount that can be obtained is 33360762.4 MJ. Pirina, which is the 
production waste after pressing the olives for oil, can be used for energy production. 
By using pirina to obtain biogas energy, both the utilization of pirina and the 
development of the regions will be provided. 
Keywords: biogases, map, olive, pirina, waste 
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1. Introduction 
Olive; it is one of the agricultural products with significant economic value in 
terms of oil production and utilization of its fruit and waste. For many years, 
studies have been carried out to recycle the wastes originating from olive pro-
cessing and olive oil producing facilities. Studies focus on the purification of the 
"black water" that comes out during oil extraction and the utilization of "pirina" 
for various purposes (Başkan 2010). Our country has an important potential in 
terms of biogas energy originating from animal or plant products. Researchers 
state that biogas can prevent environmental pollution as well as the financial con-
tribution it will provide to the country's economy (Saltuk et al. 2016, Saltuk et al. 
2017, Ertop et al. 2018). For, example, when animal wastes of the province of 
Isparta are included in biogas production, it is calculated that a greenhouse area 
of 3109.51 decares can be heated at a constant 10°C greenhouse temperature and 
14 hours day-1 heating period during the 120-days vegetative growing period 
(Gökdoğan 2019). Biomass energy has an important potential among renewable 
energy sources. Solid wastes and agricultural residues with high organic content 
are used as fuel for energy production (Akın 2005). In this case, it reveals that 
countries with higher agricultural potential such as Turkey should properly utilize 
their plant and animal wastes and convert them into biomass energy (Ertop et al. 
2019). Pirina, which is a solid waste consisting of olive seed and pulp remaining 
from olive oil production, is also an important biomass used in Mediterranean 
countries (Akın 2005). 

During the olive oil that is made intensive production in Turkey occurs 
of a large amount of pirina at the end of production. Pirina has taken the oil in 
Turkey, almost all used as fuel, there are many areas of use in other Mediterra-
nean countries. In Mediterranean countries, pirina can be used as fertilizer, fuel, 
feed for cattle, or even as an additive in road construction when mixed with bitu-
men. However, due to its energy content, it is increasingly used for fuel purposes 
(Görel et al. 2004, Öcal, 2005). Pirina is often used as animal feed, additive, cul-
tivation of horticultural crops (Dermeche et al. 2013), as a fertilizer in soil 
strengthening (Paredes et al. 2001) and as an alternative fuel that does not contain 
sulfur (Çelen et al. 2015). The use of pirina for fuel is the most common use due 
to its high energy content. Depending on the type of olive trees, the structure of 
the soil, the climate and the nutrients in the soil, the energy value of pirina varies. 
In Turkey, even though the change from year to year depending on the average 
olive production of 200-250 thousand tons year-1 of pirina is known to be obtained 
(Demirtepe 2008). Studies are carried out on the use of pirina as an organic input 
in agriculture, as a fertilizer, as a soil improver, to determine its effects on the 
soil, and to evaluate this potential in agriculture (Lopez-Pineiro et al. 2007, 
Gomez-Munoz et al. 2010, Diacano et al. 2012, Gomez-Munoz et al. 2013). How-
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ever, the lignin in the oil and core of pirina, which has high organic matter con-
tent, cannot easily turn into humic substances. Since the pirina given to the envi-
ronment increases the carbon source, a large amount of nitrogen (N) immobiliza-
tion may be in question, which may have a negative effect on the nitrogen uptake 
required for the plants (Başkan 2010). In this case, it shows that the use of unpro-
cessed pirina as fertilizer is limited, and if it is not used as fertilizer, it may create 
similar problems in the field of waste (Dermeche et al. 2013). For this reason, 
processing becomes a necessity as it is not possible to leave pirina directly to 
nature. 

This study aims to map these potential energy fields by determining the 
amount of pirina and potential biogas energy generated as a result of olive oil 
production in the Mediterranean, Aegean and Marmara Regions. Also, it is to 
reveal the potential of an alternative energy source in order to meet the energy 
need by using the pirina in the production of biogas energy. 

2. Materials and methods 
In the calculation of oil olive biogas energy from waste the years 2015-2019 Tur-
key Statistical Institute of data are used. In the study, the Mediterranean, Aegean 
and Marmara regions were selected as the study area (Figure 1). It was taken into 
account that the production of olive oil production is in the forefront in selecting 
these regions as a study area. In the selection of olive for oil, which is an herbal 
product, it was taken into consideration that the amount of olive pirina that can 
be obtained after squeezing the olive is high. 

 

 
Fig. 1. General view of the study area 
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Pirina, which is an increased olive pulp after the pressed of olives, is an 
important biomass type seen in the Mediterranean countries. It can be obtained in 
quite large amounts at low cost. Although the amount of pirina to be obtained 
from olive varies depending on the cultivation technique, olive type and oil pro-
cessing, on average, 15-22 kg olive oil and 35-45 kg pirina can be obtained from 
100 kg olive (Kurtuluş 2003, Öcal 2005). The moisture and oil content of the 
obtained pirina also varies according to the production method. The production 
processes of the 2 phase system and the 3 phase system are the same.  However, 
since hot water is not added to the olive paste in the 2-phase system, black water 
does not occur. Instead, the pirina obtained is more watery than the 3-phase sys-
tem. The content of pirina produced in the 3-phase system contains 2-6% oil and 
35-50% moisture. These values must be reduced to be used as a pirina fuel. Ac-
cording to the Communiqué on the Control of Solid Fuels, the oil ratio of fuel oil 
must be below 1.5% and humidity below 15%. Taking these values into account, 
the amount of pirina that can be evaluated as fuel can be determined by taking 
the pirina yield coefficient at an average of 0.3 (Karaca et al. 2005). 

For the research area, the data obtained from the Turkish Statistical Insti-
tute multiplied by 0.3, which is the yield coefficient of pirina, and the potential 
of pirina that can be used as fuel was calculated. 18 MJ kg-1, which is the lower 
thermal value of pirina with the calculated pirina potential (Karaca et al. 2005) 
multiplied by the total energy potential was determined. After determining the 
potential biogas energy that can be obtained from pirina, comparisons with elec-
tricity and gasoline equivalent energy have been made. Zan Sancak et al., 2014; 
Baran et al., 2017; Atilgan et al., 2020a; Atilgan et al., 2020b; they stated in their 
studies that the amount of energy obtained from 1 m3 of biogas is equivalent to 
4.7 kWh of electricity and 0.8 liters of gasoline. These values were used in calcu-
lations. In the selection of the provinces envisaged for the facility where the ob-
tained pirina will be processed and the provinces where the pirina is located, the 
smallest locations in kilometers have been chosen to benefit from time, transporta-
tion, work and labor factors. While choosing these locations, the distance between 
provincial centers was taken into account (Anonymous 2021). 

Geographic Information systems software ArcGIS Pro was used in the 
study. Maps were produced with GIS software for spatial interpretation and in-
ferences and these parts were discussed. Classification method was used in the 
production of maps. "Potential Pirina Amount (tone) and Potential Energy 
Amount (MJ)" classification maps for each region were produced with the Geo-
graphical Information Systems software. The number of classes in each region is 
equal to the number of provinces. In this way, the province ranking of the region 
in terms of the criteria addressed was made. Thanks to these spatial bases, maps 
for the positioning of pirina facilities were created and interpreted (Aksoy & San 
2019). In the study, nonparametric Kruskal Wallis test was applied to determine 
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the difference between provinces according to the number of olive trees for oil 
and the amount of olives. Dunn's multiple comparison test was used for statisti-
cally significant results (Cebeci 2019). 

3. Results and discussion 
The number of olive trees available in the Mediterranean Region for 2015-2019, 
the amount of olives collected from existing trees, the potential amount of pirina 
that can be obtained by squeezing the olives for oil and the potential energy 
amount that can be obtained are given in Table 1. The difference between prov-
inces according to the number of olive trees for oil and the amount of olives was 
statistically significant (p < 0.01). The grouping obtained as a result of the appli-
cation of Dunn's multiple comparison test is given in Table 1. 

 
Table 1. The potential amount of pirina and energy that can be obtained  
in the Mediterranean Region 

Province 
Number of olive 

trees for oil 
(piece) 

Olives  
for oil 
(tons) 

Amount  
of potential 
pirina (tons) 

Amount  
of potential  
energy (MJ) 

Adana 8616832 147770 44331 797958 
Antalya 12557916 294889 88466.7 1592400.6 
Burdur 169926 1012 303.6 5464.8 
Hatay 48353822 611161 183348.3 3300269.4 
Isparta 19416 123 36.9 664.2 

Kahramanmaraş 5104480 51969 15590.7 280632.6 
Kilis 18605898 146679 44003.7 792066.6 

Mersin 24625585 459131 137739.3 2479307.4 
Osmaniye 7101696 187662 56298.6 1013374.8 

Total 125155571 1900396 570118.8 10262138.4 
 
When Table 1 is examined, it is seen that there are a total of 125155571 

olive trees for olive oil production in the Mediterranean Region and a total of 
1900396 tons of olives are collected for olive oil production. It was determined 
that the province of Hatay ranked first with 38.63% and Isparta province ranked 
last with 0.02% in the total tree presence in the region. Besides, it was determined 
that the province of Hatay ranked first with 32.16% in terms of the amount of 
olives grown in the region, and Isparta province ranked last with 0.006%. Alt-
hough there are fluctuations in the number of trees and olive production on an 
annual basis, it can be said that the number of trees and olive production varies 
in proportion to the long period. However; it has been determined that the poten-
tial amount of pirina that can be obtained in the region is 570118.8 tons and the 
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potential energy amount that can be obtained from this amount of pirina is 
10262138.4 MJ.  It is seen that the amount of potential pirina and energy that can 
be obtained in the olive tree and olive production is in the first place in the prov-
ince of Hatay and the last place in Isparta. There is 32.16% of the total amount of 
pirina in Hatay province and 0.006% in Isparta. It has been calculated that 32.16% 
of the potential energy amount that can be obtained is located in the province of 
Hatay and 0.006% in the province of Isparta. Therefore, it can be thought that the 
amount of olive production and the potential amount of pirina and energy that can 
be obtained show a proportional change. The map of the potential amount of pirina 
that can be obtained in the Mediterranean Region is shown in Figure 2 and the map 
of the potential energy amount is shown in Figure 3. 

When figures 2 and 3 are examined; it is seen that the province of Hatay 
has the highest level of pirina amount and energy potential in the Mediterranean 
Region, while Mersin is the second in the region and Antalya is the third. It was 
determined that the province with the lowest pirina and energy level was Isparta. 
Ertop and Atilgan (2019) stated in their study that Antalya and Mersin provinces 
are at the forefront in potential biogas energy planning. It can be said that Antalya 
and Mersin provinces in the Mediterranean region are in parallel with this study 
in terms of their biogas energy potential. 

 

 
Fig. 2. Amount of pirina that can be obtained in the Mediterranean region (tons 5 years-1) 
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Fig. 3. Energy value that can be obtained from pirina in the Mediterranean Region  
(MJ 5 years-1) 

 
In Table 2, the province where the olive pirina facility is proposed and 

the raw material capacities of the pirina plant and Figure 4 shows the location and 
distance of the proposed pirina facility in the region and provinces where raw 
materials can be supplied. 

 
Table 2. Suggested pirina facilities for the Mediterranean Region and pirina capacity of 
the provinces 

Province where 
pirina Facility  
is suggested 

The province 
with pirina raw 

material 

5-Year Pirina  
Capacity of Prov-

inces (Tons) 

The distance of the sug-
gested pirina facility  
to the provinces (km) 

Antalya 
Antalya 88466.7 0 
Isparta 36.9 131 
Burdur 303.6 122 

Osmaniye 

Osmaniye 56298.6 0 
Mersin 137739.3 158 
Adana 44331 89 

Kahramanmaraş 15590.7 105 
Kilis 44003.7 145 
Hatay 183348.3 129 

Enmgy value tint can be nhta'nedfium pixina in the Meitenanman Eggiun (MIH! year-SJ?” 
1 . -  11- I I .  I I I -  R .  

_ I. .I 
l' 

I ' l -  

-INI-1 
.iHJ-f-u-u 

-._„_.. _ _s-u-uunuu; 
_ *~* „' . m . | - m  

'— | | ...I r E l  Ł...-L'..." II . m i . | 1 m  H 

- m u m m u  
. . n u n u ą m  

)) .lmm-umm 
.5} Pawn-mm 

'- H-I I: ah n'! 131 Ill i'll III E'- ilr '- 
fl 1m in In m 



Alternative Evaluation of Olive Pomace (Pirina)… 601
 

When Table 2 is examined; it can be thought that a pirina facility to be 
established in Antalya province may cover the provinces of Antalya, Isparta and 
Burdur. The total amount of pirina in these three cities is 88807.2 tons and the 
potential energy amount that can be obtained is 1598529.6 MJ. The amount of 
potential energy that can be obtained is equal to 7513089.12 kWh of electricity 
equivalent energy and 1278823.68 L of gasoline-equivalent energy. When Figure 
4 is examined, it can be thought that Antalya is the province where the most suit-
able pirina facility will be built for Antalya, Isparta and Burdur provinces. It is 
seen that the closest cities where Antalya province can supply raw materials are 
Burdur, which is 122 km away, and Isparta, which is 131 km away. However, as 
seen in Table 2; it is seen that the raw material of pirina in Burdur and Isparta 
provinces is 340.5 tons in total. Therefore, considering the distance of Antalya 
province to other provinces in the region, it can be said that a facility for obtaining 
energy by processing pirina alone cannot be a profitable investment. Atilgan et 
al. (2020c) stated in their study in Antalya that greenhouse wastes can be used in 
the use of biogas energy. It may be thought that in Antalya, where greenhouse 
cultivation activities are carried out intensively, pirina should be used in green-
house waste and energy planning. 

 

 
Fig. 4. Location and distance map of the suggested pirina facilities  
for the Mediterranean Region 

 
Similarly, when Table 2 is examined, it is thought that a pirina facility to 

be established in Osmaniye province may cover the provinces of Osmaniye, Mer-
sin, Adana, Kahramanmaraş, Kilis and Hatay. When Figure 3 is examined, the 
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closest city where Osmaniye can obtain raw materials is Adana with 89 km, while 
the furthest city for raw material supply is Mersin with 158 km. As seen in Table 
2; it is seen that the city with the highest potential in terms of pirina amount is 
Hatay. However, since transportation and labor costs between cities may be high, 
it is predicted that it would be more beneficial to consider a pirina facility that 
will be planned to be established in the eastern part of the Mediterranean Region 
in Osmaniye, as shown in Figure 4. The five-year raw material processing capac-
ity of a pirina processing plant to be established in Osmaniye province will be 
481311.6 tons. The amount of biogas energy that can be obtained from this facility 
is 8663608.80 MJ and this potential energy amount is equal to 40718961.36 kWh 
electricity equivalent energy and 6930887.04 L gasoline-equivalent energy. 

The number of olive trees available in the Aegean Region for 2015-2019, 
the amount of olives collected from existing trees, the potential amount of pirina 
that can be obtained by squeezing the olives for oil and the potential energy 
amount that can be obtained are given in Table 3. 

 
Table 3. The potential amount of pirina and energy that can be obtained in the Aegean 
Region 

Province 
Number of olive 

trees for oil 
(piece) 

Olives for oil 
(tons) 

Amount of po-
tential pirina 

(tons) 

Amount of poten-
tial energy (MJ) 

Aydın 88628736 1325366 397609.8 7156976.4 
Denizli 2669196 33499 10049.7 180894.6 
Manisa 28144477 468659 140597.7 2530758.6 
Muğla 76185566 705996 211798.8 3812378.4 
Uşak 4311 20 6 108 
İzmir 73695974 733115 219934.5 3958821 
Total 269328260 3266655 979996.5 17639937 

 
When the values of the Aegean Region are examined, it is seen that there 

are 269328260 olive trees and a total of 3266655 tons of olives are collected for 
olive oil production (Table 3). It was determined that Aydın province ranks first 
with 32.91% of the total tree presence and Uşak province ranks last with 0.002%. 
Also, it was determined that Aydın was the first with 40.57% in terms of the 
amount of olives grown in the region, and Uşak was the last with 0.0006%. It is 
seen in Table 3 that the potential amount of pirina that can be obtained in the 
region is 979996.5 tons and the potential energy amount that can be obtained 
from this amount of pirina is 17639937 MJ. It was determined that the potential 
amount of pirina and energy that could be obtained was also the first place of 
Aydin province and the last place of Uşak province. 40.57% of the total amount 
of pirina is in Aydın province and 0.006% is in Uşak province. It was calculated 



Alternative Evaluation of Olive Pomace (Pirina)… 603
 

that 40.57% of total energy was in Aydın province and 0.0006% was in Uşak 
province. The map of the potential amount of pirina that can be obtained in the 
Aegean Region is shown in Figure 5 and the map of the potential energy amount 
is shown in Figure 6. 

When Figure 5 and Figure 6 are examined; it is seen that Aydın Province 
has the highest level in Aegean Region in terms of pirina amount and energy 
potential and Izmir province is in second place in the region. It was determined 
that the province with the lowest pirina and energy level was Uşak. In Table 4, 
the province where the pirina facility is proposed and the raw material capacities 
of the pirina plant and Figure 7 shows the location and distance of the proposed 
pirina facility in the region and provinces where raw materials can be supplied. 

 

 
Fig. 5. Amount of pirina that can be obtained in the Aegean Region (tons 5 years-1) 
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Fig. 6. Energy value that can be obtained from pirina in the Aegean Region (MJ 5 years-1) 
 
Table 4. Suggested pirina facilities for the Aegean Region and pirina capacity  
of the provinces 

Province where 
pirina facility 
is suggested 

Province 
with pirina 

raw material 

5-Year Pirina capac-
ity of provinces 

(Tons) 

The distance of the sug-
gested pirina facility  
to the provinces (km) 

Aydın 

Aydın 397609.8 0 
Muğla 211798.8 98 
İzmir 219934.5 128 

Denizli 10049.7 124 
Manisa 140597.7 152 
Uşak 6 216 

 
When Table 4 is examined, it can be thought that a pirina facility to be 

established in Aydın province may include Aydın, Muğla, Izmir, Denizli, Manisa 
and Uşak provinces. However, considering the very low amount of pirina in Uşak 
and its distance to Aydın, it can be said that there may be problems in raw material 
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supply and therefore, the province of Uşak may not benefit from the facility to be 
established. When Figure 7 is examined, it can be said that Aydın is the most 
suitable province for the establishment of the Aegean Region pirina facility. In 
raw material supply for Aydın, it is seen that the closest province is Muğla with 
98 km and the farthest province is Uşak with 216 km. However, it may be thought 
that it will not be economical to choose it due to the scarcity of raw materials in 
Uşak. For this reason, it can be said that the furthest raw material supply for Ay-
dın province is Manisa, 152 km away. The total amount of pirina for the facility 
planned to be built in Aydın is 979996.5 tons and the potential energy amount 
that can be obtained is 17639937 MJ. The amount of potential energy that can be 
obtained is equal to 82907703.9 kWh of electrical energy and 14111949.6 L gas-
oline equivalent energy. 

 

 
Fig. 7. Location and distance map of the suggested pirina facilities for the Aegean 
Region 

 
The number of olive trees available in the Marmara Region for 2015-

2019, the amount of olives collected from existing trees, the potential amount of 
pirina that can be obtained by squeezing the olives for oil and the potential energy 
amount that can be obtained are given in Table 5. 
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Table 5. The potential amount of pirina and energy that can be obtained in the Marmara 
Region 

Province Number of olive 
trees for oil (piece) 

Olives for oil 
(tons) 

Amount  
of potential 
pirina (tons) 

Amount  
of potential  
energy (MJ) 

Balıkesir 43886559 644068 193220.4 3477967.2 
Bursa 3524076 44655 13396.5 241137 

Kocaeli 3964 37 11.1 199.8 
Sakarya 709012 10794 3238.2 58287.6 
Tekirdağ 600935 8990 2697 48546 
Yalova 12073 82 24.6 442.8 

Çanakkale 22831281 302242 90672.6 1632106.8 
Total 71567900 1010868 303260.4 5458687 

 
It has been determined that there are a total of 71567900 olive trees for 

olive oil production in the Marmara Region and a total of 1010868 tons of olives 
are collected for olive oil production (Table 5). It is seen that Balıkesir province 
ranks first with a rate of 61.32% in terms of total tree presence in the region. In 
addition, it has been determined that Balıkesir is in the first place with 63.72% in 
terms of the amount of olives grown in the region and Kocaeli province is in the 
last place with 0.004%. However; It has been determined that the potential 
amount of pirina that can be obtained in the region is 303260.4 tons and the po-
tential energy amount that can be obtained from this amount of pirina is 5458687 
MJ. It is seen that the amount of potential pirina and energy that can be obtained 
in olive tree and olive production is in the first place in the province of Balıkesir 
and similarly in the last place in Kocaeli (Figure 8). There is 63.71% of the total 
amount of pirina in Balıkesir province and 0.004% in Kocaeli. It has been calcu-
lated that 63.71% of the potential energy amount that can be obtained is in 
Balıkesir and 0.004% is in Kocaeli. The map of the potential amount of pirina 
that can be obtained in the Marmara Region is shown in Figure 8 and the map of 
the potential energy amount is shown in Figure 9. 
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Fig. 8. Amount of pirina that can be obtained in the Marmara Region (tons 5 years-1) 

 
Fig. 9. Energy value that can be obtained from pirina in the Marmara Region  
(MJ 5 years-1) 
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When figures 8 and 9 are examined; It is seen that the pirina amount and 
energy potential of Balıkesir Province, which is expressed in yellow, is at the 
highest level, while Çanakkale is the second in the region. In Table 6, the prov-
ince where the pirina facility is proposed and the raw material capacities of the 
pirina plant and Figure 10 shows the location and distance of the proposed pirina 
facility in the region and provinces where raw materials can be supplied. 

 
Table 6. Suggested pirina facilities for the Marmara Region and pirina capacity  
of the provinces 

Province where 
pirina Facility 
is suggested 

The province 
with pirina raw 

material 

5-Year Pirina  
Capacity  

of Provinces (tons) 

The distance of the sug-
gested pirina facility to 

the provinces (km) 

Balıkesir 

Balıkesir 193220.4 0 
Bursa 13396.5 152 

Kocaeli 11.1 275 
Sakarya 3238.2 308 
Tekirdağ 2697 370 
Yalova 24.6 212 

Çanakkale 90672.6 221 
 

 
Fig. 10. Location and distance map of the suggested pirina facilities for the Marmara 
Region 
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We can easily say that a pirina facility to be established in Balıkesir prov-
ince may include Balıkesir, Bursa, Kocaeli, Sakarya, Tekirdağ, Yalova and Ça-
nakkale provinces. It can be said that in Kocaeli and Yalova provinces there may 
be problems in the supply of pirina raw materials and it may be appropriate to 
process different agricultural wastes and prina together in these provinces due to 
the long distance to Balıkesir (Table 6). When Table 6 and Figure 10 are exam-
ined together, it can be said that the distance of Tekirdağ to the facility planned 
to be built in Balıkesir is 370 km and it will not be a profitable investment due to 
the geographical location of Tekirdağ province. Also; Aktaş et al. (2015) stated 
in their study that using animal wastes would be beneficial in the biogas energy 
potential of Tekirdağ province. It is thought that this benefit will increase if ani-
mal wastes and pirina are processed together in Tekirdağ province. It can be said 
that there is a similar situation in the province of Sakarya as in Tekirdağ. Karabaş 
(2019) stated that different agricultural wastes should be used in the biogas en-
ergy potential of Sakarya. It has been concluded that in Sakarya, as in Tekirdağ, 
processing pirina together with different agricultural waste will increase the ben-
efit rate. Therefore, it is seen that Balıkesir province can serve Bursa and Çanak-
kale provinces more beneficially as a pirina processing facility in the Marmara 
Region. The amount of pirina that can be processed in this facility is 297325.2 
tons and the potential energy amount that can be obtained is 5351853.6 MJ. The 
amount of potential energy that can be obtained is equal to 25153711.92 kWh of 
electricity and 4281482.88 L of gasoline-equivalent energy. Turkey, which is an 
important agricultural country with high potential in terms of both crop produc-
tion and animal production. Despite the high potential of organic waste, biogas 
management, known as the energy production method, is not used properly. 
When biogas management is implemented correctly, an economical input will 
be provided in terms of energy, and rural development can be achieved by 
providing a sustainable quality environment by reducing harmful wastes in 
terms of environment. 

4. Conclusions 
Organic waste material, which will be obtained from olive oil in the research area 
and is called pirina, has been taken into consideration. In this context, maps were 
created by revealing potential biogas energy. In which provinces the biogas plants 
to be planned in the future will be advantageous, it has been examined and the 
most suitable scenarios have been created.  The total amount of potential biogas 
energy that can be obtained from pirina is 33360762.4 MJ. In the regions; it has 
been determined as 10262138.4 MJ in the Mediterranean Region, 17639937 MJ 
in the Aegean Region, and 5458687 MJ in the Marmara Region. It has been cal-
culated that the highest energy amount that can be obtained in the regions is Hatay 
with 3300269.4 MJ in the Mediterranean Region, Aydın with 7156976.4 MJ in 
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the Aegean Region and Balıkesir with 3477967.2 MJ in the Marmara Region. In 
our country where olive consumption is high, it has been concluded that the use 
of pomace produced from olives as a raw material source for biogas production 
instead of using it as a fuel can be used both in the utilization of organic materials 
and in obtaining energy. Thanks to these studies, by drawing attention to the uti-
lization of agricultural wastes, this study was carried out to protect our environ-
ment as well as to evaluate the wastes as the biggest energy sources in the future. 
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Abstract: The study of environmental loads resulting from manufacturing 
technology is of great importance for environmental protection. Applying the 
principles of sustainable development means "a way of farming in which meeting 
the needs of the present generation will not reduce the chances of meeting the 
needs of future generations." Faced with such a challenge, the product must be 
assessed throughout its entire life cycle (LCA). From the available technologies 
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technology, can bias the results. The aim of the article is to present benefits 
resulting from the environmental assessment of manufacturing processes. 
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1. Introduction 
Iron alloys are materials with versatile applications. Products from the steel, 
metallurgy and foundry industries are indispensable in the automotive sector, in 
construction, for the production of household appliances and in many other 
industries. 

Until some time ago, it was only possible to invent a new substance or 
technology and the choice was based on operational, technical and economic 
criteria (Filipiak et al. 2018, Gabryelewicz et al. 2021). No environmental con-
sequences were presented, for example with asbestos, freon or leaded naphtha. 
Technical progress and the progress in civilization were understood as an in-
crease in production. The concept of quality did not include ecological 
standards, but technical and utility standards only (Adamczyk 2004). This situa-
tion is changing radically today. Assessing innovation from an ecological point 
of view is becoming the standard (Loucanova & Olsiakova 2020).  

The production technology used has the greatest impact on the environment 
and determines what happens to the product after its useful life, vis-à-vis recov-
ery, recycling, disposal and storage (Wędrychowicz et al. 2019, Wędrychowicz 
et al. 2021, Chamier-Gliszczynski & Krzyzynski 2005, Chamier-Gliszczyński 
2011a, Chamier-Gliszczyński 2011b, Czwajda et al. 2019, Jajczyk et al. 2020, 
Straka et al. 2020). The choice of production technology and methodology for 
its optimization, taking into account ecological aspects, is made intuitively or 
based on the experience of the designer and technologist. (Adamczyk 2004, 
Sabadka et al. 2017). Commercial software, such as SimaPro, can be used to 
assess sustainable development and life-cycle (Burchart-Korol et al. 2020). This 
software has quantitative and qualitative databases on environmental pressures. In 
order to use them correctly, it is necessary to know the course of the technological 
process of the product assessed. Without knowledge of the manufacturing tech-
nology, it is easy to make a mistake in assessing environmental loads. 
Environmental research should be concerned with (Adamczyk 2004): 
 achieving a certain quality of product – the level of individual features in the 

analysis of ecological effects in the entire or defined part of the product life 
cycle; 

 and selection of manufacturing methods to meet the assumptions with 
a minimal negative environmental impact. 
 

One method to motivate entrepreneurs to protect the environment is the 
introduction of environmental fees. Since 1 January 2018, the obligation to pay 
fees for polluting the environment under Environmental Protection Legislation 
applies only to the fees for the release of gases or dust into the air and the stor-
age of waste. On the other hand, the rules for paying fees for discharging 
sewage into water or soil and water uptake are regulated by the provisions of the 
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Water Legislation and of the Regulation of the Council of Ministers of 22nd. 
December 2017 on Unit Rates of Charges for Water Services. 

Fee rates for polluting the environment are getting higher every year, as 
shown in Table 1 with knowledge of the impact of a given technology on the 
environment seeming to be all the more beneficial for enterprises (Announce-
ment of the Minister of Climate of 9 September 2020, Announcement of the 
Minister of the Environment of 18 August 2009, Announcement of the Minister 
of the Environment of 3 October 2018). 

 
Table 1. Fees for selected iron and steel waste in 2010, 2019 and 2021  

Type of substance 
Fee in [PLN/Mg] 

2010 2019 2021 
Waste from tools used for turning  
and sawing and its alloys 10.94 12.92 13.43 

Emission of CO2 0.25 0.30 0.31 
Waste from the iron and steel industries: 
Slag from smelting processes  
(blast furnaces, steel production) 16.95 20.03 20.82 

Untreated slag from other processes 16.95 20.03 20.82 
Solid waste from gas treatment containing  
hazardous substances 54.40 64.29 66.82 

Rolling scale 16.95 20.03 20.82 
Waste from cooling-water treatment  
containing oils 54.40 64.29 66.82 

Dribbles from iron metallurgy 16.95 20.03 20.82 
Waste ferrous sulphate 16.95 20.03 20.82 

2. Environmental assessment method 
The application of value analysis to the environmental assessment of production 
technology is aimed at finding the optimal solution from the ecological point of 
view, while maintaining quality, efficiency and low own costs. 

Value analysis is (Crum 1973) a planned procedure aimed at achieving 
the necessary functionality of a product at the lowest cost without compromis-
ing the level of quality, reliability and without compromising the operating and 
delivery conditions. It is a procedure which gradually attains its goal by means 
of tried and tested techniques and new methods combined into one logical en-
semble. 
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It is possible to evaluate the entire technological process as well as in-
dividual stages of its life (Chamier-Gliszczyński 2010, Chamier-Gliszczyński 
2011) or its fragments (Clift 1997). The assessment is facilitated by comparing 
a given technology with similar ones, distinguished by a high level of environ-
mental friendliness and proven in industrial conditions (Ekvall et al. 2005, 
Guinee et al. 2001). Often, there is a need to evaluate and select the optimal 
manufacturing technology from among several possibilities. (Hochschorner & 
Finnveden 2003, Jajczyk 2016). In order to conduct a reliable assessment of 
manufacturing technology, extensive experience, along with a complete 
knowledge, thereof, based on the manufacturing technology being assessed, as 
well as appropriate knowledge about possible solutions, are necessary. Value 
analysis can be applied to products at any stage of their development, such as in 
the design, production and use). This method can be used to test design or oper-
ating systems. 

3. Environmental assessment of a manufacturing technology  
The manufacture of the product involves the choice of material and technology. 
Generally, there is a choice between different materials and manufacturing 
technologies. The shape and / or dimensions of the product may vary, but the 
function and quality of the product remain unchanged (Ashby 1998). 

In the case of the environmental assessment of iron alloy products, 
a difference analysis can be applied. Only those production stages that differ 
from the analysed products are analysed and assessed (Nielsen & Weidema 
2001). In the case of products made of iron alloys, the stage under analysis is 
the manufacturing process. This means that acquisition of the raw material, its 
use and its disposal are omitted. It was assumed that these stages have an equal 
effect on the environment. Such a simplification can be accepted because these 
products are made of the same, or very similar, raw materials. The stage of use 
of machine parts does not affect the environment and the utilisation stage, in the 
case of iron-alloy products, in most cases, consists of landfilling or recycling, 
which is the same for all the above-mentioned groups of products. Graphically, 
the concept of defining a system’s boundaries is shown in Figure 1. 

The manufacturing process has been divided into three main stages: 
 preparation stage for the input material, i.e. the amount of input material,  
 preparation stage of a semi-finished product, 
 completion stage.  
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Only processes influencing further unit processes are included in a sys-
tem’s boundaries. When determining a system’s boundaries, attention should be 
paid to the availability and validity of the data assigned to each production stage 
(Weidema 1993). All the data used for environmental assessment in this study 
was obtained and compiled on the basis of the literature, primarily the data from 
the Reference Document on Best Available Techniques (BREF) and the litera-
ture on environmental problems in machining were used (Pieńkowski 2005, 
Srinivasan & Sheng 1999, Schulz & Schiefer 1986). The method for analysing 
the manufacturing process reflects the sequence of successive technological 
operations leading to the production of the product tested (Fig. 1). 

 

 
Fig. 1. Graphical concept illustrating the scope of the analysis 

 
Numerical data used for calculations i.e., data on energy inputs, the 

number of pollutants emitted, water used and the amount of sewage, the amount 
of waste, the amount of raw materials, the semi-finished products and materials 
used, can be presented in two ways (Sala 1986, 1996, Sheng & Munoz 1995, 
Gabryelewicz et al. 2020). Firstly, they can be given either in a natural, physical 
form, i.e., in units of energy, mass and volume and so on; this type of calcula-
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tion is ‘technological’; or it can be given in the form of value, as in economic 
value, in terms of cost or price; this type of calculation is ‘economic’. In order 
to analyse the impact on the environment of the technology of manufacturing 
products from iron alloys, the methodology based on the value analysis was 
followed, that is: 
- determination of the object of the test, 
- determination of the system’s boundaries, i.e. the stages of the manufacturing 

process,  
- determination of the unit processes, that is, the links between them and the 

assignment of quantitative data related to the functional unit, which will be the 
pulley, 

- data analysis. 
 

3.1. Determination of the object of the test  
This analysis concerns the environmental assessment of two production tech-
nologies: machining and die forging. The manufacturing technology was 
assessed using, as an example, a pulley treated as a functional unit (Fig. 2) and 
made as: 
 a pulley, machined from a cylindrical bar, 
 a die-forged and machined pulley. 

 

 
Fig. 2. Pulley – a functional unit 
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Due to the needs of the analysis of manufacturing technology, the same 
concept regarding the pulley structure was adopted, despite knowing about the 
possibility of giving different shapes to a given part, fulfilling the same function 
but made with different technologies. However, for the sake of comparability, 
the possibility of obtaining the same shape for a given pulley, obtained by dif-
ferent manufacturing techniques, was taken into account. 

3.2. Definition of a system’s boundaries 
The boundaries of the system being tested are the technological processes that 
make up the production of a given pulley. The processes that make up the anal-
ysis are shown in Fig. 3 for a pulley produced by machining from a steel bar 
and Fig. 4 for a drop-forged and machined pulley. 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3. System boundaries for the 
environmental analysis of a pulley;  
steel rod 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4. System boundaries for the 
environmental analysis of a pulley;  
drop-forged 
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3.3. Environmental loads – a pulley machined from a cylindrical rod 

The starting material for the production of the pulley is a steel rod: 225 x 45 mm. 
 

Table 2. Data for analysing a pulley produced by the machining method 

 Pulley Pig-iron for making the pulley.  
Steel rod 225 by 45 mm 

Volume 481,823.4 mm3 1,788,328.0 mm3 
Mass 3.782 kg 14.038 kg 

 
The mass is calculated by assuming the density of steel: g = 0.00785 g/mm3 

 
Table 3. Physical quantities of environmental aspects per functional unit  

Process 
Energy 

consumption 
MJ/pc. 

Emissions generated into 
the atmosphere kg/pc. Waste 

kg/pc. 
Sewage 
dm3/pc. total in that 

CO2 

Pig-iron production 192.450 11.824 11.467 10.661 58.64 
Melting of cast steel 
in the LD converter  11.764 2.817 2.807 1.9772 7.440 

Continuous casting 3.875 0.222 0.218 0.0296 1.196 
Rolling 109.398 10.578 10.449 2.076 98.266 
Cutting 0.282 – – 1.3 no data 
Machining 22.21 – – 10.256 no data 

Total: 339.979 25.441 24.941 26.2998 165.542 
 
In figures 12 to 15 the environmental unit assessment is shown as bars 

while the cumulative environmental load is shown as a curve.  
 

 
Fig. 5. Energy consumption in the production of a pulley made by machining 
a cylindrical rod [MJ/pc.] 
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Fig. 6. Emissions generated into the atmosphere, in the production of a pulley made by 
cutting a cylindrical rod [kg/pc.] 

 

 
Fig. 7. Waste water generated in the production of a pulley made by machining from 
a steel bar [dm3/pc.] 

 

 
Fig. 8. Waste generated in the production of a pulley made by cutting from a steel bar 
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3.4. Environmental assessment – forged and machined pulley 
As starting material, we take 68 rods, 161 mm long. 

 
Table 4. Data for the environmental analysis of a drop-forged pulley  

 Pulley Pig-iron for making the pulley. 
Steel rod 68 to 161 mm Forging 

Volume V = 481.823 cm3 V = 74,446.4 mm3 V = 592.9 cm3 
Mass m = 3.782 kg m = 5.844 kg m = 4.654 kg 

The mass is calculated by assuming the density of steel: g = 0.00785 g/mm3. 
 

Table 5. Levels of environmental aspects for the technology of manufacturing a die-
forged pulley 

Process 
Energy 

consump-
tion MJ/pc. 

Emissions generated into the 
atmosphere kg/pc. Waste 

kg/pc. 
Sewage 
dm3/pc. total in that CO2 

Pig-iron  
production 80.111 4.918 4.770 4.435 24.413 

LD converter  5.425 1.172 1.168 0.823 3.097 
Continuous 
casting 1.788 0.092 0.091 0.0123 0.498 

Rolling 14.181 4.400 4.346 0.864 40.91 
Cutting 0.258 no changes no changes 0.546 no data 
Heating 1.377 no data no data – – 
Forging 2.152 no data no data 2.062 no data 
Machining 1.482 no data no data 0.872 no data 

Total: 106.774 10.582 10.375 9.6143 68.918 
 

 
Fig. 9. Energy consumption in the production of a die-forged pulley [MJ/pc.] 
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Fig. 10. Emissions generated into the atmosphere, in the die-forging of a pulley [kg/pc.] 

 

 
Fig. 11. Waste generated in the die-forging of a pulley [kg/pc.] 

 

 
Fig. 12. Waste water generated in the die-forging of a pulley [dm3/pc.] 
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4. Analysis of environmental data for selected production technologies 
The compilation of environmental aspects, together with the physical quantities 
relating to individual manufacturing technologies, allows the impact of individ-
ual technologies on the environment to be analysed. The results obtained are 
summarised in the Table 6 and in the graphs from 13 to 16. 

 
Table 6. Environmental aspects for the pulley depending on the manufacturing technol-
ogy employed 

 Energy  
consumption 

[MJ/pc.] 

Emissions generated 
into the atmosphere 

[kg/pc.] 

Waste 
[kg/pc.] 

Wastewater 
[dm3/pc.] 

Machining 339.98 25.44 26.3 165.54 
Die forging 106.77 10.58 9.61 68.92 

 

 
Fig. 13. Energy consumption for a pulley, 
depending on the technology employed in 
its construction 

 
Fig. 14. Emissions generated into the 
atmosphere for a pulley, depending on the 
technology employed in its construction 

 
Fig. 15. Waste generated for a pulley 
depending on the technology employed in 
its construction 

 
Fig. 16. Wastewater generated for 
a pulley depending on the technology 
employed in its construction 
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5. Conclusions 
In an era of global environmental crisis, the overriding objective should be to 
meet the demand for products produced in balance with the environment, i.e., 
using renewable, non-hazardous materials and energy sources, while protecting 
biodiversity. Production systems should not be linear, but closed and cyclical, in 
order to consume fewer materials, less water and less energy. We should ques-
tion the need for many products and look for other ways of meeting or reducing 
needs. A holistic and integrated product-centred approach to environmental 
issues should be implemented. Most environmental problems such as global 
warming, toxic contamination, or loss of biodiversity are caused by the way in 
which natural resources are produced and consumed and also at the pace at 
which natural resources are produced and consumed. 

When analysing the environmental friendliness of the manufacturing 
technology of a machine part, account should be taken of the task it is intended 
to perform in the operation of the machine as well as the functionality, reliabil-
ity and durability criteria thereof. All other considerations must be subordinated 
to these overriding objectives and therefore also to the environmental friendli-
ness of the technology used in the manufacture of machine parts. Based on the 
analysis of the issue, the following conclusions were drawn:  
 the end result for a given technology allows the environmental load to be 

tracked; 
 knowledge of the unit size of environmental load allows the critical points of 

the process to be identified; 
 the holistic process analysis makes it possible to avoid transferring environ-

mental loads from one unit process to another; 
 only when taking into account cumulative environmental loads is it possible 

the assess the full scope of environmental risks and then identify the most 
environmentally friendly technologies; 

 the environmental burden can be reduced by changing the manufacturing 
technology, changing the material used or by changing the design of the 
product; 

 the number of research methods for environmental analysis is extensive and 
there is a serious problem to be overcome in order to select them properly. 
There is a clear conflict between substantive and practical reasons when 
making a choice. 

 new products and technologies should be brought to life on the basis of an 
analysis of the environmental costs of their entire life cycle. 

 



626 Izabela Gabryelewicz et al. 
 

Common sense requires energy and environmental protection to be man-
aged rationally at every stage of a product's life. Various indicators can be used to 
assess the impact of human activity on the environment. By carrying out a variant 
evaluation of projects, it is possible to clearly identify a better or worse variant of 
the solution. The second recommendation for assessing the state of the environ-
ment is the use of quantitative indicators. Quantitative indicators, expressed in 
physical quantities per functional unit, seem to be more suited to the analysis of 
manufacturing technology. They give a picture of the actual impact of the tech-
nology under analysis on the environment. Having the actual data relating to 
a given unit process, can be converted into a monetary unit, for example. 
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Abstract: A multi-layer model is used to calculate time-dependent sediment 
velocity and concentration vertical profiles. This model, in which the differences 
in sediment transport at different distances from the bed are considered is intended 
both for the wave motion and steady flow. Numerical calculations were carried 
out for sediment transport during the wave crest and trough and total sediment 
transport as a sum of their absolute values. The model concept of variation in 
shear stress from the skin stress value above the bed to the stress value at the bed 
previously proposed for steady flow is extended here for the wave motion and 
verified by direct stress measurements. The calculations were carried out for 
mixed sand sediments with different grain size distributions including semi-
uniform and poorly sorted grains. Comparison with the available small- and large 
-scale data from flumes and oscillating tunnels yields agreement typically within 
plus/minus a factor two of measurements. 
Keywords: wave motion, steady flow, sediment transport, transport during  
the wave crest and trough 

1. Introduction 
There are several works representing a multi-phase approach to sediment 
transport modelling. Berzi and Fraccarollo (2016) present an interesting descrip-
tion of multilayer sediment transport for steady flow, based on the granular gases 
theory for the particle phase and the turbulent mixing length approach for the 
fluid phase. Hsu et al. (2004) present a two-phase sediment transport description, 
developed for strong turbulent shear flows over mobile beds. 
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Many recent works present a probabilistic approach to bedload 
transport, in which the motion of particles is modelled on the basis of probabil-
ity density functions for velocities and grain accelerations, as well as grain path 
lengths and travel times (e.g. Furbish et al. 2012). However, Lagrangian model-
ling, although very precise and capable of determining exact paths of separate 
particles, is less effective when large datasets are considered. Therefore, DAM 
(Double-Averaging Methodology) methods are employed (e.g. Vowinckel et al. 
2017a and 2017b). 

The majority of models for wave-induced sediment transport calculate 
sediment transport at specified grain mobility conditions as averaged over the 
wave period. Although the quasi-steady approach may give reasonable predic-
tions of the net sediment transport, many researchers (Van Rijn et al. 2007a, 
2007b, 2007c, 2007d, Briganti et al. 2018) found, that unsteady behavior of the 
oscillatory flow significantly influences the sediment concentration and the 
resulting net transport. Both velocity and sediment concentration vary in time, 
being not necessarily in phase with each other. Hence, the prediction of sedi-
ment transport is a complex problem. The most advanced theoretical models 
(Hsu et al. 2004, Kaczmarek et al. 2004, Silva et al. 2006, Cheng et al. 2017), as 
well as experimental investigations (Ribberink & Al-Salem 1995, Cloin 1998, 
O’Donoghue & Wright 2004a, Dohmen-Janssen & Hanes 2002, Hassan & Rib-
berink 2003, van der A. et al. 2010, Schretlen 2012, Kaczmarek et al. 2015) 
describe the unsteady sediment transport by equations for wave-induced sedi-
ment velocities and concentrations. 

The concept of vertical shear stress variation, recently introduced by 
Kaczmarek et al. (2019) for steady flow is extended here for a wave motion. 
The proposed description of vertical shear stress variation is also verified here 
by comparison of the numerical calculation results of the maximum shear stress 
at the bed during the wave period versus the results of direct stress measure-
ments (Rankin & Hires 2000, Jiang & Baldock 2015). In order to explain the 
model modification a short discussion of the basic model equations and the 
calculation procedure are included in this paper. Further, like the previous nu-
merical calculations for the wave motion, the present calculations are not lim-
ited to the resulting net sediment transport. Here, a multi-layer approach is used 
to calculate both progressive and reverse sediment transport streams with a full 
vertical structure of instantaneous concertation and velocity. The calculations 
were carried out for different grain size distributions. The calculation results 
were compared with the wave data including acceleration-skewed oscillatory 
flows and flows described by Stokes’ first and second approximations. 
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2. Description of the multi-layer model 
The multi-phase approach is used in present model. Considering a different 
physical processes that rule sediment transport at various distances above an 
immobile bed. The specification of layers up to water surface elevation is pro-
posed as follows (Fig. 1): a dense layer with immobile Coulomb friction sub-
layer and upper dense mobile sublayer dominated by grain collisions. Further, 
a contact layer, in which particle collisions and turbulent lift cooperate in mo-
mentum exchange and suspended sediment zone.  

Under conditions of high grain mobility the transport of concentrated 
sediment takes place at the entire layer of the dense mixture, in the form of 
a grain flow with a specific velocity and concentration profile. Under conditions 
of low grain mobility, the active layer is reduced to the upper sublayer, consist-
ing of single grains being rolled and dragged over the bed surface, as in a typi-
cal bedload regime. Since it is assumed that both water and grains move in both 
regions (i.e. at the mobile dense layer and in the layer of suspended sediment), 
therefore, there must be a transitional zone between these two regions, in which 
both instantaneous velocity and concentration profiles of each fraction of the 
sediment mixture (Fig. 1a) and the shear stress profile (Fig. 1b) represent con-
tinuous shape. This transition zone is called the contact layer after Kaczmarek et 
al. (2004), Kaczmarek et al. (2017) and Kaczmarek et al. (2019). 

 

 
Fig. 1. Vertical structure of: a – instantaneous sediment transport (during the wave 
period) with velocity and concentration of the i-th fraction of sediment;  
b – the instantaneous shear stress profile of the i-th fraction of sediments 
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The suspended sediment zone is divided into inner and outer flow re-
gions. The inner flow region is characterized by a logarithmic velocity profile. 
The outer region of pure suspension is characterized by a very small concentra-
tion, where the process of sediment distribution may be considered as a convec-
tive or diffusive process. In contrast, the dense layer is characterized by very 
high concentrations, where inter-granular resistance is predominant.  

The following mechanism of transmission of a tractive shear stress from 
the fluid to the immobile bed is proposed both for the wave motion and steady 
flow. The declining part of particle stresses in the upper dense sublayer is trans-
ferred directly to the moving grains. The increasing residual part as the rate-
independent component is transferred further to the fixed bed. The concept of 
shear stress variation proposed originally for steady flow (Kaczmarek et al. 2019) 
is extended here for a wave motion. Shear stress increases from the skin stress 
value above the bed to the maximum value at the bed, and then, the viscous part 
of this stress decays in the bed. However, while the skin shear stress above the 
bed as an input data is identified with the value obtained from experiments at 
steady flow conditions, it must be calculated in the case of wave flow. 

It is assumed (after Kaczmarek et al. 2004), that in the moving layer of 
densely concentrated sediments, all sediment fractions move at the velocity 
equal to the velocity of the mixture (at specified elevation). Therefore, it is as-
sumed that interactions between the sediment fractions are so strong, that the 
finer fractions are slowed down by the thicker ones and all the fractions are 
characterised by the same vertical instantaneous velocity 𝑢௚ሺ𝑧ᇱ, 𝑡ሻ and concen-
tration 𝑐௚ሺ𝑧ᇱ, 𝑡ሻ distributions. The model also takes into account, that the most 
intensive sorting of sediment occurs in the grain scattering process in the con-
tact layer and in turbulent flow region, which brings the sediment into suspen-
sion. In the contact layer, instantaneous velocities 𝑢௜(𝑧, 𝑡) and concentrations 𝑐௜(𝑧, 𝑡) vary for individual fractions, due to turbulent fluid pulsations and chaot-
ic collisions of grains. 

The instantaneous grain stress components 𝜏௜ᇱᇱᇱ(𝑧, 𝑡) of individual sedi-
ment fractions, which are all related to grain movement throughout the entire 
contact layer, change from zero at the upper boundary of the contact layer to the 
maximum value at the upper boundary of the dense layer (Fig. 1b). Hence, the 
maximum stresses during the wave period representative of the sediment mix-
ture may vary from the stresses 𝜏௥ᇱ  at the upper boundary of the contact layer to 𝜏଴௥ at the top of the dense layer. The maximum stresses 𝜏௥ᇱ  during the wave 
period at the upper boundary of the contact layer are the sum of skin shear 
stresses 𝜏௦௥ᇱ  and stresses 𝜏௥ᇱᇱᇱ, averaged over the depth, which result from grain 
movement across the entire contact layer. The skin shear stresses 𝜏௦௜ᇱ (𝑡) =
𝑢௙௦௜ᇱଶ (𝑡), where ρ is the density of water, and 𝑢௙௦௜ᇱ (𝑡) is the friction velocity, are 
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described here by the logarithmic profile with the skin hydraulic roughness,  
ksi= 2,5di/30. They are calculated by the Fredsøe (1984) model. 

3. Basic equations and calculation procedure  
Temporary profiles of the velocity u୥(zᇱ, t) and concentration c୥(zᇱ, t)  in the 
dense layer are calculated using the equations Eq. (1) and Eq. (2) in a system of 
coordinates with the vertical axis zᇱ directed downwards (Fig. 1a): 𝛼଴ ൬ ௖೒ି௖బ௖೘ି௖೒൰ 𝑠𝑖𝑛 𝜑 𝑠𝑖𝑛 2𝜓 + 𝜇ଵ ቀడ௨೒డ௭ᇱ ቁଶ = 𝜏଴௥ (1) 𝛼଴ ൬௖೒ି௖బ௖೘ି௖೒൰ (1 − 𝑠𝑖𝑛 𝜑 𝑐𝑜𝑠 2𝜓) + 𝜇ଶ ቀడ௨೒డ௭ᇱ ቁଶ = ቀఓమఓభቁቚ௖೒ୀ௖బ 𝜏଴௥ + (𝜌௦ − 𝜌) 𝑔 ׬ 𝑐௚𝑑𝑧′௭ᇱ଴   (2) 

where 𝜏଴௥(𝑡) = 𝑢௙଴௥ଶ (𝑡); 𝑢௙଴௥ is the friction velocity at the top of the dense 
layer; α0 = constant = 𝜌௦gd; d = dr = d50 where dr is the representative diameter 
for sediment mixture; cm = 0.53 is the maximum concentration of the bed sedi-
ment; c0 = 0.32 is the concentration of sediment at the upper limit of the dense 
layer;  = 24.4° is the quasi-static angle of internal friction; Ψ= angle between 
the major principal stress and the horizontal axis: 𝜓 = గସ − ఝଶ (3) 

μ2, μ1 = functions of concentration, described (after Sayed and Savage 1983) as 𝜇ଵ = ଴.଴ଷ(௖೘ି௖೒)భ.ఱ 𝜌௦𝑑ଶ and 𝜇ଶ = ଴.଴ଶ(௖೘ି௖೒)భ.ళఱ 𝜌௦𝑑ଶ  (4) 

The stresses 𝜏଴௥(𝑡) at the top of the dense layer are calculated by the in-
tegral model by Fredsøe (1984) using the results of a calculation procedure for 
maximum shear stress during the wave period describes by the Eq. (8-10). 

The first component on the left-hand side of Eq. (1) describes the shear 
stress relation for plastic stresses, while the second component represents "vis-
cous" stresses. Similarly, the first element on the left-hand side of Eq. (2) de-
scribes the normal stress relation for plastic stresses, while the second element 
describes normal "viscous" stresses. The combination of these stresses makes it 
possible to model both stresses related to the collision of grains, which disap-
pear deeper into the dense mobile sublayer, and the residual part of stresses due 
to the tight inter-granular adherence, which increases deeper into the dense im-
mobile sublayer as a rate-independent component. 

Assuming that settling of sediment balances the vertical exchange and 
the momentum exchange balances the shear stress, following Deigaard (1993) 
and Kaczmarek et al. (2004) a set of two differential equations is proposed to 
determine the instantaneous concentration and velocity profiles for the i-th sed-
iment fraction in the contact layer:  
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൤ଷଶ ቀ𝛼௦ ௗ௪ೞ డ௨೔డ௭ ଷଶ ௦ା௖ಾ௖ವ + 𝛽௜ቁଶ 𝑑௜ଶ𝑐௜ଶ(𝑠 + 𝑐ெ) + 𝑙ଶ൨ ቀడ௨೎డ௭ ቁଶ = 𝑢′௙∗ଶ  (5) ൤3 ቀ𝛼௦ ௗ೔௪ೞ೔ డ௨೔డ௭ ଶଷ ௦ା௖ಾ௖ವ + 𝛽௜ቁଶ 𝑑௜ଶ డ௨೔డ௭ 𝑐௜ + 𝑙ଶ డ௨೔డ௭ ൨ డ௖೔డ௭ = −𝑤௦௜𝑐௜ (6) 

where wsi = settling velocity of the i-th fraction of sediment; cM = added hydro-
dynamic mass coefficient; cD = 1.0 is a drag coefficient; l = mixing length equal 
to κz; κ = von Karman’s constant, which is around 0.40; s = s/ is the relative 
density; s is the density of sediments; (s+cm) = 3.0. Coefficients i = i are 
calculated by an iteration procedure, assuming the equality of the calculated 
sediment velocity ui(z,t) and the logarithmic flow velocity at the upper limit of 
the boundary layer at the time of the maximum skin shear stresses during the 
wave period. 

To calculate the instantaneous sediment transport intensity, the instan-
taneous concentration and velocity profiles of the i-th fraction of the sediment 
are calculated in individual layers using the system of equations Eq. (1) and Eq. 
(2) for the dense layer and the system of equations Eq. (5) and Eq. (6) for the 
contact layer. Then, the instantaneous sediment transport rate for the i-th sedi-
ment fraction is calculated by integrating the instantaneous vertical streams 
throughout the entire flow region: 

𝑞௜(𝑡) = ׬ ห𝑢௚(𝑧ᇱ, 𝑡)ห𝑐௚(𝑧ᇱ, 𝑡)𝑑𝑧ᇱఋ೒଴ + ׬ |𝑢௜(𝑧, 𝑡)|𝑐௜(𝑧, 𝑡)𝑑𝑧ೖೞ೔యబାఋ೎ೖೞ೔యబ + ׬ |𝑢௜(𝑧, 𝑡)|𝑐௜(𝑧, 𝑡)𝑑𝑧ೖೞ೔యబାఋభమᇲೖೞ೔యబାఋ೎ =
׬ ห𝑢௚(𝑧ᇱ, 𝑡)ห𝑐௚(𝑧ᇱ, 𝑡)d𝑧ᇱఋ೒଴ + ׬ |𝑢௜(𝑧, 𝑡)|𝑐௜(𝑧, 𝑡)d𝑧 ೖೞ೔యబାఋభమᇲೖೞ೔యబ     (7) 

where 𝛿ଵ/ଶᇱ , is the thickness of the wave boundary layer, 𝛿௖ and 𝛿௜௡are the 
thicknesses of the contact layer and the inner layer, respectively.  

The instantaneous sediment transport is calculated only for the wave 
boundary layer. This is because it can be expected outside this layer (according 
to Kaczmarek et al. 2004), that transport of sediment depends only on the aver-
age velocity during the wave period (Fig. 1a), which is equal to zero in pure 
wave motion. The knowledge of the instantaneous sediment transport intensity 
for the i-th sediment fraction allows to calculate sediment transport for all sedi-
ment fractions. 

It is worth noting that all sediment fractions in the dense layer move at 
a velocity equal to the velocity of the mixture. This assumption allows to take 
into account the hiding and exposure effects which can affect the transport rates 
of sediment grain fractions in the dense layer. Coarser sediments in the mixture 
are more exposed to the flow, whereas thinner sediments are hiding among the 
coarser ones. 
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Following the idea by Kaczmarek et al. (2019), the three mobile-bed ef-
fect parameters are introduced:  𝛾଴ = ටఛబೝఛೞೝᇲ = ௨೑బೝ௨೑ೞೝᇲ   (8) 

In order to find the parameters 𝛾଴ it is assumed that sediment transport 
in the dense and contact layers, calculated for maximum relative shear stresses 
during the wave period, can be compared to values calculated by the Meyer-
Peter and Müller (1948) semi-empirical formula (MPM). 

Then, the following equation is postulated (Kaczmarek et al. 2019):  𝑞௚൫𝜌𝛾ଶ𝑢௙௦௥ᇱଶ ൯ + 𝑞௖൫𝜌𝑢௙௦௥ᇱଶ ൯ = ெ௉ெඥ(𝑠 − 1)𝑔𝑑௥ଷ  (9) 

The parameter  = 0 in Eq. (9) is sought by the iterative method. The 
value 𝑞௚ denotes sediment transport in the grain collision sublayer caused by 
the shear stresses 𝜏଴௥, whereas 𝑞௖ denotes sediment transport in the contact 
layer caused by the shear stress 𝜏௥ ᇱ . The right-hand side of Eq. (9) expresses 
sediment transport described by the MPM formula:  

ெ௉ெ = 8(𝜃௥ᇱ − 𝜃௖)ଵ.ହ where 𝜃௥ᇱ = ௨೑ೝᇲమ௚(௦ିଵ)ௗ  (10) 

The non-dimensional critical stresses 𝜃௖ are assumed to be constant 
over the contact layer thickness (Fig. 1b) and equal to 0.05. 

4. Calculation results against measurements 
The calculations of γ0 (Fig. 2) were carried out for King’s (1991) experiments, 
for both sine waves and asymmetrical waves, characteristic for waves described 
by Stokes’ second approximation and for acceleration-skewed waves. King's 
(1991) experiments were performed for three grain diameters: d = 0.135 mm, 
0.44 mm and 1.1 mm. 

Comparison of the calculated 𝛾଴ with the results of experiments by Ran-
kin and Hires (2000) for d = 0.23 mm and by Jiang and Baldock (2015) for  
d = 0.22 mm and 2.83 mm shows that there are no major differences between the 
calculated and measured values, although there are clear differences between 
results for Stokes’ approximations and results for skewed waves. The calculated 
values of 𝛾଴ for skewed waves are smaller than those for the waves described by 
Stokes’ first approximation (sine wave) and Stokes’ second approximation 
(asymmetrical wave). This difference (of up to 0.75 𝛾଴ for d = 1.1 mm, 0.8 𝛾଴ for 
d = 0.44 mm and 0.65 𝛾଴ for d = 0.135 mm) occurs regardless of the grain diame-
ter, although the calculated values of 𝛾଴ are not smaller than the values measured 
by Jiang and Baldock (2015) for the diameter d = 2.83 mm (Fig. 2). 
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Fig. 2. Comparison of calculated 𝛾଴ for sine waves and asymmetrical waves described 
by Stokes’ approximations (St) and skewed waves (SW) from the experiment by King 
(1991) (K) with measurement data for γ0 by Jiang and Baldock (2015) (JB) and Rankin 
and Hires (2000) (RH) 

 
Fig. 3a compares calculated and measured values of the total sediment 

transport 𝑞௧. The data used for comparison come from measurements in full-
scale oscillating tunnels with well-sorted semi-uniform sediments. Those meas-
urements were carried out both for asymmetrical waves described by Stokes’ 
second approximation (Ribberink & Al-Salem 1995, Hassan & Ribberink 2003) 
and for acceleration-skewed waves (van der A. et al. 2010). 

The experimental data used for comparison (Fig. 3b) also come from 
full-scale oscillating tunnels (Cloin 1998, Hassan & Ribberink 2003), but with 
poorly sorted sediments. It can be seen that the present model reproduces the 
measured values of the total sediment transport 𝑞௧ and 𝑞௧௜ within plus/minus 
a factor of two of measurements, regardless of the wave shape. The model also 
maps the values of the measured total transport 𝑞௧ due to acceleration-skewed 
waves almost perfectly (Fig. 3a) when the bed is built of well-sorted, almost 
homogeneous sediment. It is worth noting that even great discrepancies in net 
sediment transport do not result in significant differences between calculated 
and measured values of total sediment transport 𝑞௧ and 𝑞௧௜. Agreement within 
plus/minus a factor of two of measurements is achieved. 
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Fig. 3. Comparison of calculated and measured values of: a – total sediment transport 𝑞௧ 
for well-sorted semi-uniform sediments; b – total sediment transport 𝑞௧ and qti for 
poorly sorted sediments; RA: Ribberink and Al-Salem (1995), HR: Hassan and 
Ribberink (2003), AOR: van der A. et al. 2010), C: Cloin (1998), StII – Stokes second 
approximation, SW – Skewed waves 
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Fig. 4, also compares calculated and measured values of 𝑞௧. Here, the 
experimental data come from small-scale flumes (Kaczmarek 2004, Kaczmarek 
et al. 2015) and full-scale flumes (Schretlen 2012, Dohmen-Janssen & Hanes 
2002), where both the effect due to the presence of bed forms (Kaczmarek 
2004, Kaczmarek et al. 2015) and the streaming effect (Schretlen 2012, 
Dohmen-Janssen & Hanes 2002) on sediment transport are expected. 

 

 
Fig. 4. Comparison of calculated and measured values of the total sediment transport 𝑞௧ 
(Ka: Kaczmarek 2004, KSB: Kaczmarek et al. 2017, S: Schretlen 2012, DJH: Dohmen-
Janssen & Hanes 2002). StI: Stokes’ first approximation, StII: Stokes’ second 
approximation 

 
These effects can influence the modelled sediment transport mainly in 

the inner layer. They are not considered in the present model. This is the cause 
of the discrepancy between the experimental and modelled results. However, for 
the calculated total sediment transport, agreement within plus/minus a factor of 
two of measurements is achieved. The consistency of the results does not de-
pend on the scale of experiments (full-scale or small-scale). The measurements 
analysed include those for symmetrical waves described by Stokes’ first approx-
imation (Kaczmarek 2004, Kaczmarek et al. 2015) and those for asymmetrical 
waves described by Stokes’ second approximation (Schretlen 2012, Dohmen-
Janssen & Hanes 2002).  
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5. Conclusions 
The comparison of numerical calculations of total sediment transport with 
measurements indicates that the multi-layer model reproduces measured values 
within plus/minus a factor of two, regardless of the wave shape. The calcula-
tions were carried out for any grain size distribution of bed sediments, including 
well-sorted semi uniform and poorly sorted grains. Even great discrepancies in 
net sediment transport values for fine sediments do not result in significant dif-
ferences between the calculated and measured values of total sediment 
transport. Then, the consistency of total sediment transport within plus/minus 
a factor of two of measurements is still achieved. The model also maps the val-
ues of the measured total transport almost perfectly when the bed is built of 
well-sorted, almost homogeneous sediment. 

The comparison of numerical calculations with measurements shows 
that the multi-layer model can be applied to a very wide range of grain mobility 
conditions, including both non-intensive sediment transport and fully devel-
oped, intensive sediment transport under sheet flow conditions. To obtain 
a solution, only few measurable parameters are needed as input, and no addi-
tional calibration is needed. The above features make the model of potential 
engineering interest. 
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of incomes, and hence increased shipping. Owing to a rational policy in the area 
of the consolidation of production and distribution, they may boast of a better use 
of the means of transport. The aim of the article is to analyse the promoted behav-
iours of logistics operators in Poland and in Ukraine. The research methods used 
in the study include a literature analysis, a comparative analysis and a question-
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items have been evaluated: eco-friendly programs, action for the environment, ex-
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1. Introduction 
When transport systems and logistics systems are formed by logistics operators, 
finding a certain optimum between aiming at a cost reduction on the scale of 
these systems and aiming at an appropriate level of customer service while 
maintaining the rules of eco-logistics is of an essential significance. Both socie-
ty and customers, suppliers and other participants of the supply chain are begin-
ning to expect a higher level of environmental responsibility on the part of LSP 
(logistics – service – provider) companies.  

Logistics as one of the directions of economic activity contributes to the 
deterioration of the environmental situation; therefore, logistics as a scientific 
and practical discipline within its activities must take into account environmen-
tal aspects in order to minimize the eco-destructive consequences of logistics 
operations. Sustainable development policy, while being understood on the 
highest levels of management with logistics operators and implemented as a key 
factor of long-term development and maintaining the value of the brand, is fre-
quently defined as a green (sustainable) supply chain. A green (eco-friendly) 
sustainable supply chain is defined as a process of the use of environment 
friendly resources and their transformation in such a way that it could be possi-
ble to improve their side effects or to perform recycling in the existing envi-
ronment without disturbing it (Brdulak & Michniewska 2009). In the Polish 
literature, there is a separation of the notion of eco-friendly logistics (eco-
logistics) and green logistics.  

Eco-logistics is defined as a formation of feedback flows conditioned 
with environmental requirements and under the influence of aiming at balancing 
the interests of the economy and environments, with the dominating decisions 
taken by the management concerning the environment. Eco-friendly logistics in 
Ukraine is a type of logistics, a scientific and practical activity which is aimed 
at taking into account environmental aspects at all stages of the flow of materi-
als and other associated flows in order to optimize resource consumption and to 
minimize destructive environmental impacts (Mgebrishvili 2016). In the case of 
green logistics in Poland (Szołtysek & Sadowski 2013), it is defined as for-
mation connected with the productivity of the processes of production, opera-
tion and development after the service life, and activities are related to the fun-
damental flow in the supply chain. A more adapted definition of green logistics 
is to be found in the foreign literature. Green logistics covers all the activities 
connected with the selection of the best means of transport, freights, carriers and 
transport routes in order to reduce pollution and the environmental impact of the 
whole supply chain (SC) (Murphy & Poist 2000, Abukhader & Jönson 2004). 

The aim of the article is an analysis of pro-environmental behaviours 
promoted by logistics operators in Poland and in Ukraine. The research methods 
used cover a literature analysis, a comparative analysis and a diagnostic survey 
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among the customers of logistics operators in Poland and in Ukraine. For this 
reason, the following hypotheses have been formulated: 
H1. A sustainable supply chain is positively connected with the logistics opera-

tor’s activities. 
H2. There is a positive connection between internal environmental management 

practices and a quality improvement by logistics operators. 
H3. Eco-friendly activities used by the selected logistics operators are taken 

notice of by their customers in Poland and in Ukraine. 

2. Analysis and findings of the literature review 
It is not only production companies but also companies from the LSP branch that 
put an emphasis on the ability of a rational management of natural resources. 

The definitions presented herein highlight three key characteristics of 
SSC (sustainable supply chains). Firstly, more than one entity must be involved 
in the management of resources, information, and processes that may be beyond 
a particular company’s control. Consequently, the decision-making process 
includes a number of decision-makers. Secondly, entities partaking in the chain 
might be working towards contradictory goals, i.e. profit maximization, carbon 
footprint reduction, or welfare improvement. The third characteristic aspect is 
the fact that the environmental impact must be considered in the decision-
making process. The carbon footprint of the entire span of the chain must be 
considered, including suppliers, partners, and clients. Moreover, sustainable 
development requires adopting an interdisciplinary approach as it necessitates 
an integration of issues and solutions irrespective of functional divisions (Dow-
latshahi 2000, Olkiewicz 2020). 

The transformations that are taking place in the economy make logistics 
operators formulate the strategies of future activities taking into consideration 
among others processes connected with recycling. Reverse logistics was estab-
lished as an important part of the consensus definition of Supply Chain Man-
agement – SCM (Stock & Boyer 2009). Too frequently research focusing on 
sustainable SCM has failed to explicitly include reverse logistics (Seuring & 
Müller 2008). Ignoring reverse logistics is inconsistent with the previously de-
veloped supply chain frameworks (Lambert et al. 2005). Early in the develop-
ment of the theory, supporting benefits associated with reverse logistics, the 
environmental goals of reverse logistics were noted as complementary to eco-
nomic outcomes (Dowlatshahi 2000). Moreover, a review of the existing sus-
tainable supply chain literature determined that reverse logistics is a part of 
sustainability due to the aspects of recycling and green supply chain issues 
(Winter & Knemeyer 2013). Sustainable reverse logistics has also been investi-
gated through a modelling approach where environmental concerns are bal-
anced against other supply chain objectives (Ramos et al. 2014). This approach 
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is known as CSR: Corporate Social Responsibility, where it is a tool that indi-
cates the need to take into account elements connected with social responsibility 
and the aspects of natural environment protection at the stage of building com-
pany strategies (Wyszomirski & Olkiewicz 2020). 

Operationalizing green logistics – Green Logistics (GL) is measured us-
ing a two-item scale based on Murphy and Poist (Murphy & Poist 2000) and 
McKinnon (McKinnon 2010), which covers two items: item one refers to 
choosing the location of the warehouse/distribution centre while accounting for 
emission reduction and renewable energy use in the centre (GL_1). This is re-
lated to the second item, i.e. using renewable energy/energy efficient lightning, 
such as sensor lamps and energy-saving lamps, solar power on the roofs, etc. in 
the warehouse distribution centre (GL_2). In this context, carbon dioxide emis-
sions are frequently cited as a detrimental effect of logistical activities (Abu-
khader & Jönson 2004, Wong et al. 2015). While the first indicator is more 
strategic in nature and points to the impact of logistics on the environment, the 
second one is operational and it is related to day-to-day operations. Together, 
they allow a meaningful assessment of green logistics constructs. The results 
obtained from green supply chain management depend on the level of intellec-
tual capital development of companies. A developed IT system, an effective 
knowledge diffusion inside and outside of the organization (Olkiewicz 2018), 
having certificates supporting supply chain management, a developed motiva-
tion system, long-term contracts with clients, a loyalty of suppliers and many 
more elements contributing to the intellectual capital, probably facilitate green 
supply management, and they simultaneously permit obtaining better results in 
this area (Maryniak 2017a). Therefore, the organizational objectives identified 
for the implementation of an individual firm’s supply chain structure lead to an 
effective conduct that in turn leads to a potential achievement of operational and 
financial goals (Defee & Stank 2005). Applying the Supply Chain Planning  
– SCP paradigm to sustainable SCM, successful reverse logistics programs have 
been associated with positive performance measures, e.g. logistics performance 
(Morgan et al. 2016), economic performance and environmental performance 
(Huang & Yang 2014). We follow Zhu et al.’s (Zhu et al. 2008) approach to 
measure operational performance by assessing the amount of improvement an 
individual firm achieves on such logistics outcomes as delivery time, inventory 
levels, and capacity utilization as a result of implementing a sustainable supply 
chain strategy. Remanufacturing and recycling often provides cost-effective 
alternatives when compared to the sourcing of new raw materials for use in the 
supply chain. 

For instance, third-party firms have begun to offer services to handle, 
package, and resell returned products. Exploring the impact of secondary mar-
ket options as structures to manage these goods provides an opportunity for 
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detailed strategic reverse logistics research (Rogers et al. 2012). These third-
party providers can derive profits and reduce environmental costs (Douglas 
2017). Future research may investigate how these third-party solutions work 
with sustainable supply chain strategies to achieve sustainability goals. 

Research on the green chain and pro-environmental consumer behav-
iours has recently been undertaken in the following scope (Maryniak 2017): 
a general level of the implementation of pro-environmental activities differenti-
ates enterprises in terms of the priority of competitive instruments; an imple-
mentation level of pro-environmental activities in each activity type (area) dif-
ferentiates enterprises in terms of the priority of competitive instruments. 

Therefore, an assumption was adopted that the current situation is con-
nected with a low level of knowledge diffusion within the scope of Green Sup-
ply Chain Management – GSCM (Maryniak & Strąk 2017). In connection with 
the above, it seems justifiable to examine the level of knowledge diffusion with-
in the area of these issues and to indicate any troublesome elements connected 
with it also for logistics operators. 

3. Eco-friendly activities with selected logistics operators 
In the processes realized by logistics operators, it is not only green logistics that 
is noticed, where the main problem is carbon dioxide emissions by logistics 
systems (Dyczkowska 2013) but also urban logistics (Chamier-Gliszczynski & 
Bohdal 2016, Chamier-Gliszczynski & Bohdal 2016a) and waste management 
connected with logistics activities. The main activities should focus on the eco-
friendly service, the distribution network structure based on a comprehensive 
use of vehicles, minimization of the negative environment impact of packaging 
as well as other elements of the life cycle that have an influence on the selection 
of packaging, the use of the so-called green and renewable energy sources 
(green energy), energy-saving and passive construction of terminals and sorting 
plants to enable a reduction of carbon dioxide emissions. It can be noted on the 
example of logistics operators that many companies are more and more fre-
quently becoming open to innovative solutions in the area of eco-logistics, 
ecology and whole supply chains. Many entities, which are directly and indi-
rectly involved in the supply chain, derive benefits from this. Firstly, companies 
benefit from this, which reduce the costs of transport including carbon dioxide 
emissions while not lowering the level of customer service. What is more, the 
use of the solution described above also reduces the number of those vehicles 
that perform deliveries/distribution not only between terminals but also in the 
area of taking shipment back, thus contributing to a limitation of the traffic of 
heavy goods vehicles on roads and in cities. Owing to this, the average speed in 
road transport does not diminish, and logistic companies may perform deliveries 
within 24 hours. Therefore, it is to be noted that this approach offers an oppor-
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tunity to companies to improve effectiveness both over a short and long time 
span. Therefore, this is an approach that is compliant with the conception of 
sustainable development. Table 1 presents the basic scope of activities in the 
area of the ecology of selected logistics operators in Europe. 
 
Table 1. Eco-friendly activities realized by selected logistics operators in Europe 

Eco-friendly activities GLS DPD FedEx DHL DB 
Schenker 

sustainable development 
(eco-friendly, warehouses, 
vehicles and e-documents) 

Ѵ Ѵ Ѵ Ѵ Ѵ 

responsible supply chains 
(including the security of 
shipments and information) 

Ѵ Ѵ Ѵ Ѵ Ѵ 

neutral to the environment, 
for example: reduction  
of emissions CO2) 

Ѵ Ѵ Ѵ Ѵ Ѵ 

social responsibility  
(including taking care  
of health and development 
of employees) 

Ѵ Ѵ Ѵ Ѵ Ѵ 

activities for the benefit  
of the local community Ѵ Ѵ Ѵ Ѵ Ѵ 

Summary 5 5 5 5 5 
Source: Author’s own study based on the websites of logistics operators 

 
All the selected logistics operators provide information on their 

websites about their eco-friendly activities in a basic scope. Activities in the 
CSR area are a standard in relation to employees so that the present employees 
should not change their employer and recruit the best personnel to work.  

Their Environmental Policy focuses on finding solutions that reduce 
their own footprint and inspire action in others. Their enterprise-wide 
Environmental Management System (EMS) is based on the key elements of ISO 
14001 (Olkiewicz et al. 2019). The company provides the project leaders with 
funds necessary for the implementation of their ideas. An interesting idea, 
teamwork, including the involvement of customers and suppliers as well as 
partnership with a local social organization or a public institution are the key 
factors in order to achieve support. What is special about this programme is the 
fact that the employees themselves as the members of the local communities in 
which they live and work decide locally who they want to help in their 
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community, and on this basis they submit their ideas. Examples of eco-friendly 
activities include only some of those selected that are realized by logistics 
operators in Europe and Ukraine. 

4. Methodology and research limitations/implications 
Research using the method of indirect measurements (a direct survey with 
a computer and Internet access) was carried out to analyse the eco-friendly ac-
tivities of logistics operators. The research was carried out in Poland (Koszalin, 
Bydgoszcz) and in Ukraine (Poltava) in the period from February 2019 to 
March 2020 using a quantitative method based on non-random snowball sam-
pling taking into account opinions expressed by people connected with the TSL 
branch, logistics and having contact with management and marketing. In Po-
land, 77 persons participated in the research. Three questionnaires were rejected 
due to the shortage of some data. In Ukraine, 32 people participated and 4 ques-
tionnaires were rejected. 

In Poland, the women surveyed constituted 51.35% and men accounted 
for 48.65%. 36.49% of the respondents live in places with up to 10 thousand of 
residents, 27.02% in places with up to 50 thousand of residents, 9.46% in places 
with up to 100 thousand of residents and 27.03% in places with over 100 thou-
sand of residents. 46.67% work in service companies and 53.33% in production 
companies. In Ukraine, women constituted 64.29% and men 35.71%. All of 
them are the residents of places with over 100 thousand of residents. They hold 
managerial positions and work in large and very large service companies con-
nected with the LSP branch. 

In Poland, 64.86% of people notice eco-friendly activities in connection 
with logistics operators; in Ukraine, this is only 28.57% of people. This relation 
is opposite in the case of the lack of eco-friendly activities in Poland.  Respon-
sible supply chains were determined (Table 2) as the most important activities 
which logistics operators should take into account in the area of social responsi-
bility policy in Poland and in Ukraine. 

In Poland, activities connected with carbon dioxide emissions were 
placed on the second position in the ranking, and active work to the benefit of 
employees on the third position, while in Ukraine, this was placed on the sec-
ond position and sustainable development in the form of ecological ware-
houses, vehicles or e-documents on the third position; in Poland, this was 
placed on the fourth position as this is considered to be a standard within the 
implemented savings and applicable regulations related to environmental pro-
tection. In both countries, activities to the benefit of local communities were 
placed on the fifth position only. This could because these are not perceived 
by companies that cooperate with logistics operators and it is not only them 
that pursue such campaigns. 
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Table 2. The most important activities connected with corporate social responsibility 
policy (CSR) which need to be undertaken by logistics operators in Poland and Ukraine 

Eco-friendly activities Poland Ukraine 
neutral to the environment, for example  
reduction of CO2 emissions II position IV position 

activities to the benefit of the local  
community V position V position 

responsible supply chains (including  
the security of shipments and information) I position I position 

social responsibility (including taking care  
of health and the development of employees) III position II position 

sustainable development (eco-friendly,  
warehouses, vehicles and e-documents) IV position III position 

Source: author’s own study on the grounds of the research. 
 
In Poland, activities connected with carbon dioxide emissions were 

placed on the second position in the ranking, and active work to the benefit of 
employees on the third position, while in Ukraine, this was placed on the second 
position and sustainable development in the form of ecological warehouses, 
vehicles or e-documents on the third position; in Poland, this was placed on the 
fourth position as this is considered to be a standard within the implemented 
savings and applicable regulations related to environmental protection. In both 
countries, activities to the benefit of local communities were placed on the fifth 
position only. This could because these are not perceived by companies that coop-
erate with logistics operators and it is not only them that pursue such campaigns. 

In Poland, the respondents notice promotion related natural environ-
ment with as many as 14 companies from the TSL branch including 62.16% in 
DP DHL; 36.49% in DPD; 33.78% in UPS and 24.32% in InPost and GLS. In 
the case of the respondents, only three companies were distinguished: DP DHL 
(the leader of the promotion of environment friendly activities), FM Logistic as 
well as Nova Poszta, UVK and Intime. 

The activities pursued by DHL, which is the leader on the global mar-
ket, are mainly promoted. The Citylogin project offered by FM Logistic, which 
was noted by 16.22% of the Polish respondents and 10.72% of Ukrainian re-
spondents, is worth noticing. Such activities as the Citylogin project have been 
taken up in FM Logistic Group for many years now, and the protection of natu-
ral environment is their purpose. Initiatives aimed at supporting sustainable 
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development policy constitute an element of strategies practically in each of 
those countries where the operator runs its business. The latest Citylogin project 
is an example of the involvement of the company in environment friendly logis-
tics. Within the framework of this project, the operator invests in the purchase 
of cars with hybrid and electric drives. The system of a modern and environ-
ment friendly fleet is operated with the use of specialist software, which enables 
the management of the whole supply chain starting from loading of the car to an 
optimization of the delivery route, thus enabling a real time control of the vehi-
cles. The satisfactory results of the pilot Citylogin stage encouraged the Man-
agement Board of FM Logistic to implement the project in other large European 
cities. Paris, Madrid, Milan, Cracow, Warsaw, Poznan, Kiev and Moscow were 
selected in the first stage. By the end of the year 2019, this modern solution is to 
be also available for customers in Lisbon, London and Amsterdam, Wroclaw 
and Lviv. 

Activities aimed at environmental protection which are implemented by 
logistics operators, and which are not promoted in Poland but noticed by the 
respondents include the following: electronic flow of documents (EDI,  
e-documents); reduction of fumes emissions (a modern transport fleet, organiza-
tion of the consolidation of freights and optimization of routes); eco-friendly 
packaging and point collection (e.g. parcel stations, increased shipment safety); 
supply chain management including reverse logistics and waste management; 
modern and energy-saving terminals, sorting plants and warehouses; logistics 
operator as the first choice employer; organization of charity events and cooper-
ation with foundations (e.g. We notice other people), aid offered to casualties in 
cataclysms. 

Those activities that address natural environment protection which, ac-
cording to the respondents, receive too little attention on the part of logistics 
operators in Ukraine are as follows: optimization and management of material, 
financial and information flow; promptness, comfort and cost-effectiveness 
based on environmental protection rules improvement of supplier-consumer 
relations, provision of the required services, economic and eco-friendly 
transport; the tool of a rational organization of streaming processes with mini-
mal expenses, management of material, information and human flows on the 
basis of their optimization, the right product of the right quality of the right 
collie at the right time in the right place at the lowest cost; find a shortcut, opti-
mal solution, automate decision making. 

Additionally, the “GOGreen” action conducted by DP DHL capital 
group is worth noting; 18.92% of the Polish respondents and 35.72% of the 
Ukrainian respondents knew about this action. 
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5. Conclusions and future research 
The world and in the Polish literature includes many references that discuss the 
sustainable supply chain, green logistics or eco-logistics. In spite of similarities, 
these notions differ, yet all of them are connected with environmental protection 
realized by logistics operators. Research has been undertaken concerning the 
green chain of supplies and corporate social responsibility (CSR) conducted by 
logistics operators in Poland and Ukraine. It is to be noted that the sustainable 
supply chain is positively connected with the activities of the logistics operator; 
in both countries, the following programmes are given as an  example: GoGreen 
– DP DHL and Citylogin – FM Logistic. The respondents observe a positive 
connection between the internal practices of environmental management and an 
improvement of the quality of services through such activities as a reduction of 
carbon dioxide emissions and publishing of the reports on fume emissions (neu-
tral to environment), where the respondents in Poland ranked as second in terms 
of importance. Responsible supply chains related the safety of shipments and 
information were determined as the most important activities which logistics 
operators should take in the scope of the social responsibility policy in Poland 
and in Ukraine. In both countries, activities to the benefit of local communities 
ranked on the fifth position only. This could be because they are not visible to 
those companies that cooperate with logistics operators and it is not only them 
that pursue such campaigns. In Poland, 64.86% of the respondents observe en-
vironmentally oriented activities among logistics operators; in Ukraine; this is 
merely 28.57%. In spite of the implementation of many programmes connected 
with environmental protection by logistics operators, there is no promotion. 
This can only be seen only on the websites of logistics operators and in trade 
press. This causes customers to be unfamiliar with them. Due to the regulations, 
TSL companies in Poland implement environmentally oriented behaviours con-
siderably faster than in Ukraine, such as e-documents or parcel stations. With-
out an introduction and later promotion of CSR among customers, in spite of 
the expenditures and efforts incurred, logistics operators will be perceived as 
companies that pollute air, which can especially be observed in Ukraine. In the 
future, the research needs to be repeated to see whether there has been an im-
provement in the promotion of environmentally oriented activities by logistics 
operators in Poland  and especially in Ukraine; these activities will have to be 
compared with those in West European states. Additionally, it should be deter-
mined what new environment friendly elements have been introduced by logis-
tics operators and whether they have an impact on the quality of services pro-
vided by them. In the future, Green Logistic will contribute to the solution of 
many local problems connected with urban traffic. At this moment, this is on 
the last position in the ranking. The environment friendly policy will have an 
impact on the profitability of management processes (a better use of vehicles, an 
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optimization of routes), which will constitute a new quality in the modelling 
customer service processes and the sustainable supply chain management. Lo-
gistics operators should promote their investments in the scope of environmen-
tal protection using such tools as public relations and sponsorship of local activ-
ities aimed at an improvement of the company’s image. The effectiveness of the 
investments realized cannot be directly assessed considering the unavailability 
of data. An introduction of the ISO 14001 Standard in their corporations 
brought about procedural transformations, and those subcontractors that provide 
transport services in a logistic chain have to replace their means of transport 
with more environment friendly ones. 
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Abstract: Flood prevention has become one of the most important priorities of 
public safety and risk mitigation in Poland. The study presents an evaluation of 
the actions implemented in 16 voivodships of Poland in the field of flood 
prevention and water retention. Voivodships correspond to individual regions of 
the country. The analysis covering the period of 2003-2018 was carried out on the 
basis of data obtained mainly from Local Data Bank. A set of indicators, divided 
into infrastructural and economic ones were applied. The assessment of technical 
measures covered two basic types of hydro engineering facilities: flood 
embankments and retention reservoirs. The economic indicators illustrate the 
expenditures incurred on the implementation of technical means of flood 
prevention. The obtained results provide means to categorise the voivodships into 
subsets. Units similar in terms of the carried out water management were assigned 
to 4 types. Voividships similar in terms of the expenditures designated to the 
implementation of water management tasks were divided into 4 groups. Taking 
into account the dynamics of the investments and financial outlays on water 
management measures related to the existing flood risk assessment, the situation 
is satisfactory in 4 voivodships, but insufficient or unsatisfactory in 7 of them. 
The obtained results show that in order to achieve the flood prevention levels 
required in the studied regions additional actions are necessary, including but not 
limited to technical measures. 
Keywords: water management, flood protection, retention,  
regional differentiation, multi-indicator analysis 
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1. Introduction 
Flooding is listed as one of the most frequent weather-related disasters (EC 
2015). Changes in the pattern of this phenomenon are difficult to observe. Even 
though no robust and widespread increase in the amplitude and frequency of 
high river flows throughout Europe could be detected, there have been an in-
creasing trend in the number of floods with large magnitude and severity (Kun-
dzewicz et al. 2018). The magnitude and frequency of floods varies inter alia 
with human pressure and climate change, including global warming (Blöschl et 
al. 2019). Increasing temperatures and changes in precipitation significantly 
affect hydrological systems, water resources and properties that are essential for 
water management such as mean and extreme values of river flows, river and 
lake water levels and groundwater levels, i.e. (Staśko et al. 2017, Piniewski 
et al. 2020). Observing the current rate of global warming, the target of limiting 
it within 2 degrees by the end of the century seems more and more unrealistic. 
At 4 C global warming and climate change could increase the flood risk in Eu-
rope by 220% by 2080 (Alfieri at al. 2015). This threat has an important social 
and economic dimension. There is no doubt that costs of flood-related damages 
have been rising, partly due to the increasing exposure of people and assets 
(Kundzewicz et al. 2014, Alfieri et al. 2015). 

The occurrence of floods in Europe and Poland is diversified in tem-
poral and spatial terms. Short-term floods lasting less than 24 h (56%) prevail, 
of which 39% are river floods, 4% are coastal floods and the remaining 1.5% 
are compound events, i.e., floods caused by a co-occurrence of storm surge and 
high river flows (Paprotny et al. 2018). In southern Europe there are mostly 
flash floods that occur between September and November, in western and cen-
tral Europe there are mostly river foods that take place between June and Au-
gusts. Snowmelt floods dominate in northern European countries, while coastal 
floods are typical in areas of the North and the Baltic seas.  

Poland is located in a temperate-transitional climate zone, therefore it is 
exposed to the clash of oceanic and continental air masses. These factors, to-
gether with much varied topography create the high risk of various natural haz-
ards. Floods are considered to be one of the most important of them. In Poland, 
in case of natural phenomena there are four basic types of floods: flash floods, 
snowmelt floods, ice-jam floods and coastal floods. The areas of flash floods 
risk are located: 
 in the Oder basin – the upper and middle Oder basin with the basins of the 

mountain tributaries (the Olza, Osobłoga, Mała Panew, Nysa Kłodzka, 
Ślęza, Bystrzyca, Kaczawa, Bóbr, Nysa Łużycka); 
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 in the Vistula’s basin – the basin of the upper and middle Vistula (to the estu-
ary of the Wieprz River) including the basins of the mountain and foothill 
tributaries (Przemsza, Soła, Skawa, Raba, Dunajec). 

 
Administratively, they belong to the southern voivodships, i.e.: Małopol-

skie, Podkarpackie, Śląskie, Opolskie, Świętokrzyskie and Dolnośląskie. The 
threat of snowmelt floods occurs mainly in the central lowland part of the coun-
try, i.e. the areas of the middle and lower Odra and Vistula rivers, in the lowland 
tributaries of the Odra (Barycz, Warta, Noteć), in the lowland tributaries of the 
Vistula (Bug, Narew, Bzura, Drwęca) and rivers which run directly into the Baltic 
Sea. This kind of threats occur mainly in the voivodships: Wielkopolskie, 
Zachodniopomorskie, Mazowieckie, Warmińsko-Mazurskie and Podlaskie. Ice-
jam floods occur in larger lowland rivers, mainly in the middle and lower Vistula 
and Oder rivers and in their larger tributaries. It concerns mainly the voivodships: 
Mazowieckie, Zachodniopomorskie and Pomorskie. Coastal flooding take place 
in the north of the country, including areas of Żóławy, the Vistula Lagoon, the 
Szczecin Lagoon and the lower sections of rivers running directly into the Baltic 
sea. It concerns mainly the Pomorskie and Zachodnio-Pomorskie Voivodships 
(Bednarczyk et al. 2006, Kowalewski 2006, KPZK 2020). 

According to the assessment of flood risk for voivodships developed by 
Gołąb (2018): 
 high risk exists in eight voivodships: Dolnoślaskie, Lubuskie, Małopolskie, 

Opolskie, Podkarpackie, Śląskie, Pomorskie, Zachodnopomorskie; 
 medium risk exists in five voivodships: Kujawsko-pomorskie, Łódzkie, Ma-

zowieckie, Podlaskie, Wamińsko-mazurske, Wielkopolskie; 
 low risk covers two voivodships: Lubelskie, Świętokszyskie. 

 
Until the end of 2020, The Concept of the National Spatial Planning 

2030 (KPZK 2011) was the main document concerning spatial development and 
spatial planning of national importance. According to this concept, flood and 
drought counteractions were indicated as one of the most important strategic 
objectives. Two so-called functional areas (FA)were designates: FA exposed to 
flood hazard at the level of river basins, FA of water resources conservation and 
management. Objectives established for functional areas should be taken into 
account in planning activities carried out by administrative units. The complexi-
ty of the issue and the considerable spatial distribution of existing threats re-
quire an integrated territorial approach to development. Integrated management 
for functional areas related to water management requires cooperation within 
basin districts and water regions as well as administrative units of various lev-
els. Protection against flooding and drought is a matter of State Water Holding 
Polish Waters as well as central, regional and local administration bodies. These 
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authorities develop and implement policy concerning technical and non-
technical measures to minimize risks at regional level, i.e. functional areas, 
voivodships as well as local (municipal) levels. The authorities are also in-
volved in decision making process regarding water, building, settlement and 
infrastructure investments allocated in flood risk areas. The activities are based 
on water management planning documents, including: flood hazard maps, flood 
risk maps, flood risk management plans. According to the National Flood Haz-
ard Management Plan (KPZK 2020) the areas at risk of flooding were deter-
mined for 981 river sections having total length of 29 301.7 km. Moreover, 
a significant flood risk was determined for rivers sections having total length of 
1 394.4 km.  

According to the provisions of Art. 165.1. of the Water Law Act (Dz. U. 
2017, item 1566, as amended), flood protection shall be implemented by: 
 spatial management of river valleys and floodplains areas, 
 rational water retention, rational use of flood-control structures, water flow control, 
 ensuring the proper functioning of early warning and response system for 

hazards in the atmosphere and hydrosphere and forecasting floods, 
 preservation, creation and restoration of water retention systems, 
 construction, reconstruction and maintenance of flood control structures, 
 carrying out ice-breaking activities, 
 conducting information policy in the field of flood prevention, protection 

and mitigation. 
 
Due to the existing legal, natural and socio-economic conditions most 

of the existing spatial development plans for voivodships required designation 
of functional areas related to flood risk and then the revision and adjustments of 
planned activities in their respective areas. 

The literature regarding cross-sectional or comparative assessment of 
actions undertaken by administrative units for flood protection and the state of 
flood protection is limited. An example of a study using various indicators 
(mainly socio-economic) covering the whole country is the one conducted by 
Dumieniecki, Pasiecznik-Dominiak and Tiukało (2015) for municipalities. The 
authors indicated the quantitative and spatial differentiation of the municipali-
ties depending on the exposure of the inhabitants to the flood risk with probabil-
ity of Q1% and differentiation of municipalities due to the potential losses 
caused by flooding. The survey shows that that flooding with medium probabil-
ity (Q1%) covers more than 50% of municipalities (1301 units). The largest 
number of them is located in the southern voivodships, i.e.: Lubuskie, 
Dolnośląskie, Opolskie and Podkarpackie. Similar conclusions apply to poten-
tial flood losses. In this case, apart from municipalities located in mountain 
regions in the south of the country, significant threat was indicated in several 
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units of Mazowieckie Voivodship. Dubiel (2015) conducted questionnaire and 
empirical surveys on flood prevention, protection and mitigation in the Śląskie 
Voivodship. The Oder and Vistula (Poland's two largest rivers) and their nu-
merous tributaries in the voivodship are mostly unregulated, embanked only at 
small sections. The preparation of flood protection facilities in 17% of the sur-
veyed municipalities has been considered to be good. However, similar  number 
of municipalities indicated poor preparation, poor technical condition and insuf-
ficient number of hydrotechnical structures, flood banks, polders and retention 
reservoirs. An assessment of flood protection measures implemented between 
2007 and 2016 was prepared by Gołąb (2018). The evaluation was based on 
flood protection programmes for individual river basins and the incurred costs 
of their implementation. The basic scope of investment activities of such pro-
grammes included, among others: construction, reconstruction and modernisa-
tion of flood protection embankments, protection of banks and stream bottoms, 
reconstruction of watercourse channels, construction of flood control reservoirs. 
The results were related to the current degree of flood risk in the voivodeships. 
The research shows that none of the flood programmes have delivered the ex-
pected results. There were significant delays in implementation, some of the 
programmes were even cancelled before the deadline. In the author's opinion, 
considerable financial outlays have not been translated into improved flood 
safety. 

The main objective of the presented study was to evaluate the actions 
implemented in the years 2003-2018 in voivodships in the field of flood protec-
tion and water retention. The assessment was carried out using a set of infra-
structural and economic indicators. The obtained results show diversification of 
the voivodships in terms of the amount of investments carried out and financial 
expenses incurred for water management  

2. Methods 
The assessment of the existing flood risk indicates the need to monitor the situa-
tion with respect to river basins as well as administrative units. In this study, the 
analysis concerns technical flood protection measures, i.e. those related to the 
construction of flood control structures and water retention facilities in 16 voi-
vodships. A set of indicators, divided into infrastructural (4 indicators) and eco-
nomic ones (3 indicators) were applied. 

2.1. Infrastructural indicators 
The assessment of technical measures covered two basic types of hydroengi-
neering facilities: flood embankments and retention reservoirs. In the first case, 
a flood banks density index W1 was calculated according to Equation: 
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where: 
X1 – the total length of flood banks constructed in the years 2003-2018 [km], 
X11 – the length of rivers [km]. 

 
One of the flood protection measures and drought prevention is surface 

water retention.  The proposed indicator refers water retention in surface water 
reservoirs to urban areas. The surface water storage capacity index W2 was 
calculated by means of the following Equation: 
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where: 
X2 – the capacity of surface water reservoirs built in the years 2003-2018 [m3], 
X5 – the mean area of urbanized and built-up land in the years 2003-2018 [ha].  
 

Apart from the capacity of water reservoirs, the number of reservoirs 
was taken into account. It is implicated by the fact that a higher number of 
smaller capacity reservoirs can be more spatially and functionally favorable 
than one very large reservoir. Therefore, the surface density index of construct-
ed artificial reservoirs W3 was determined by the following Equation: 
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where: 
X3 – number of water reservoirs built in the years 2003-2018 [pcs], 
X5 – the mean area of urbanized and built-up land in the years 2003-2018 [km2]. 

 
In addition to technical means for flood protection, drought-related 

measures were analyzed. The irrigation surface density index was calculated 
from Equation: 
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XW  [-], (4) 

where: 
X8 – the area of irrigated land in the years 2013-2018 [km2], 
X6 – the area of the voivodship in 2018 [km2]. 
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2.2. Economic indicators 
Apart from the indicators that allow to assess technical flood prevention 
measures of voivodships in terms of quantity, two indicators related to econom-
ic issues were proposed. The first indicator illustrates the expenditures incurred 
on the implementation of flood-banks in relation to 1 km of the river network. 
It was calculated according to Equation: 











11

4
5 X

XW  [PLN/km],  (5) 

where: 
X4 – expenditures on flood-banks in the years 2013-2018 [PLN], 
X11 – the length of river network [km]. 

 
The indicator that describes the expenditure incurred on the implemen-

tation of small water retention facilities in relation to the impermeable surfaces, 
is calculated by the following Equation: 
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where: 
X9 – financial expenditure on the implementation of small water retention facili-
ties in the years 2013-2018 [PLN], 
X5 – the mean area of urbanized and built-up land in 2003-2018 [km2]. 

 
The indicator regarding expenditure incurred on water management in 

general, related to the number of inhabitants, was calculated by means of the 
following Equation: 


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where: 
X10 – water management expenditures in the years 2013-2018 [PLN], 
X7 – average population in the province in the years 2003-2018 [person]. 
2.3. Standardized indictors and similarity intervals 
In order to transform previously calculated indicators into comparable form, the 
values obtained for each voivodships were normalized according to Equation: 

max7...1

7....1
7.....1 W

WZ   [-],  (8) 
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Aggregate assessment for water management in individual voivodships 
was conducted by means of the synthetic Perkel index [Runge 2007] according 
to Eqution: 

 
n

ijEIT Z
n

W
1

)(
1

 [-], (9) 

where: 
WIT(E) – infrastructural (IT) or economic (E) synthetic indicator of water man-

agement in a voivodship, 
j – 1,2, ..., n, 
Zij – normalized value of indicators Wij, 
n – the number of attributes. 

 
The synthetic indicator was calculated separately for infrastructural 

and economic indicators. The higher value of the infrastructural synthetic 
indicator means the higher investment activity of the voivodship related to the 
implementation of tasks in the field of water management. The higher values 
of the economic synthetic indicator the higher financial expenses designated 
for this purpose in the years 2003-2018.The next step was to develop classes 
of the voivodships with similar characteristics. The number of classes was de-
termined using basic formulas for the frequency distribution of grouped data 
(Tarka & Olszewska 2018), taking into account that the analysis concerns 16 
voivodships: 
 𝑘 = √𝑁 = √10 = 3,16 
 𝑘 ≤ 1 + 3,222 𝑙𝑜𝑔𝑁 ≤ 4,222 
 𝑘 ≤ 5 𝑙𝑜𝑔𝑁 ≤ 5 

The number of classes was set at 4 (k = 4), and the range of intervals 
was established by the mean of Equation: 

k
ZZ

h (min)71(max)71  
  (10) 

where: 
N – number of the voivodeships, 
h – the range of intervals.  
 

Input data for the variables X1-X10 were taken from the Local Data 
Bank (LDB). The variable X11 was calculated on the basis of the Map of Hy-
drographic Division of Poland (2013) in shp. format. The obtained values of the 
indicators X1-X11 are presented in Tables 1-2. Spatial analyses were performed 
and the individual maps prepared by means of the ArcMap application being 
part of the ArcGIS software. 
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Table 1. The variables X1-X6 concerning water management in the analyzed 
voivodeships for the years 2003-2018 (Own study based on LDB) 

No. Voivodship X1 
[km] 

X2 
[m3] 

X3 
[pcs.] 

X4 
[kPLN] 

X5 
[ha] 

X6 
[km2] 

1. Dolnośląskie 158.1 27 783 691 7 823 952.1 135254.8 19 947 
2. Kujawsko-Pomorskie 82.2 26 000 1 164 795.3 84166.94 17 971 
3. Lubelskie 87.0 1 090 400 15 267 289.8 91586.38 25 123 
4. Lubuskie 95.6 3 380 321 4 227 287.6 62261.75 13 988 
5. Łódzkie 37.3 21 052 288 10 34 165.9 95183.44 18 219 
6. Małopolskie 556.0 759 250 2 522 056.9 86065.31 15 183 
7. Mazowieckie 154.4 3 493 676 14 268 012.2 185104.9 35 559 
8. Opolskie 73.5 5 679 700 3 180 134.5 55545.44 9 412 
9. Podkarpackie 208.1 625 214 12 468 087.3 78307.94 17 846 
10. Podlaskie 2.1 773 170 14 9 152.1 74762.75 20 187 
11. Pomorskie 265.3 289 519 12 476 904.2 91191.63 18 323 
12. Śląskie 102.7 51 721 963 10 147 934.5 140967.6 12 333 
13. Świętokrzyskie 109.6 38 273 794 13 301 707.0 51829.63 11 710 
14. Warmińsko- Mazurskie 174.5 15 759 6 77 811.4 88168.69 24 173 
15. Wielkopolskie 255.2 9 781 538 11 128 933.4 151594.4 29 826 
16. Zachodniopomorskie 173.2 694 028 10 278 557.5 97922.44 22 905 

 
Table 2. The variables X7-X11 concerning water management in the analyzed 
voivodeships for the years 2003-2018 (Own study based on LDB) 

No. Voivodship X7 
[person] 

X8 
[km2] 

X9  
[kPLN] 

X10 
[kPLN] 

X11 
[km] 

1. Dolnośląskie 2 898 271 10170.16 96 044.1 5 632 854.6 12378.790511 
2. Kujawsko-Pomorskie 2 080 066 84.836 28 649.3 1 873 086.9 6061.399851 
3. Lubelskie 2 159 436 167.346 73 081.7 1 487 635.8 9884.609199 
4. Lubuskie 1 015 091 73.946 27 587.0 1 194 308.8 5084.137697 
5. Łódzkie 2 532 163 1512.158 56 642.1 1 430 567.1 7073.719764 
6. Małopolskie 3 326 769 932.16 25 617.6 5 309 226.0 9354.699512 
7. Mazowieckie 5 264 696 0.912 140 253.8 5 305 643.5 15414.414958 
8. Opolskie 1 019 379 1786.858 36 590.0 1 573 938.6 5220.06819 
9. Podkarpackie 2 115 509 30.92 34 547.2 1 968 417.0 10208.140796 
10. Podlaskie 1 194 294 9.64 70 897.8 940 532.6 7660.01446 
11. Pomorskie 2 260 886 131.162 11 159.6 2 235 003.4 6463.231316 
12. Śląskie 4 624 091 57.456 34 494.7 4 625 456.9 6583.006154 
13. Świętokrzyskie 1 270 564 3.015 58 670.1 1 172 792.5 4814.042811 
14. Warmińsko- Mazurskie 1 436 272 18.3 30 196.1 1 237 677.0 10197.969557 
15. Wielkopolskie 3 432 066 624.004 274 753.6 2 733 735.4 10478.150434 
16. Zachodniopomorskie 1 705 236 3316.43 45 404.1 1 867 432.3 8407.824052 
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3. Characteristics of voivodships in terms of investment measures  
in water management 
The results of the individual indicators for the voivodships according to annual 
reporting periods from 2003 to 2018 are presented in Figures 1-2 and Tables 3-4. 

 

 
Fig. 1. Diversity of voivodships according to infrastructural and economic indicators 
W1-W7 (Own study) 

 
Fig. 2. Diversity of voivodships according to the normalized  indicators Z1-Z7  
(Own study) 
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Table 3. Values of the infrastructural and economic indicators for the voivodeships  
in the years 2003-2018 (Own study) 

No. Voivodship W1 
[-] 

W2 
[m3 

/10ha] 

W3 
[pcs. 
/km2] 

W4 
[-] 

W5 
[kPLN 

/m] 

W6 
[kPLN 

/ha] 

W7 
[kPLN 

/person] 
1. Dolnośląskie 0.01277 2.05417 0.00518 0.50986 0.66562 0.71010 1.94352 
2. Kujawsko-Pomorskie 0.01356 0.00309 0.00119 0.00472 0.27188 0.34039 0.90049 
3. Lubelskie 0.00880 0.11906 0.01638 0.00666 0.27041 0.79795 0.68890 
4. Lubuskie 0.01880 0.54292 0.00642 0.00529 0.44705 0.44308 1.17655 
5. Łódzkie 0.00527 2.21176 0.01051 0.08300 0.04830 0.59508 0.56496 
6. Małopolskie 0.05944 0.08822 0.00232 0.06139 0.55807 0.29765 1.59591 
7. Mazowieckie 0.01002 0.18874 0.00756 0.00003 0.17387 0.75770 1.00778 
8. Opolskie 0.01408 1.02253 0.00540 0.18985 0.34508 0.65874 1.54402 
9. Podkarpackie 0.02039 0.07984 0.01532 0.00173 0.45854 0.44117 0.93047 
10. Podlaskie 0.00027 0.10342 0.01873 0.00048 0.01195 0.94830 0.78752 
11. Pomorskie 0.04105 0.03175 0.01316 0.00716 0.73787 0.12238 0.98855 
12. Śląskie 0.01560 3.66907 0.00709 0.00466 0.22472 0.24470 1.00030 
13. Świętokrzyskie 0.02277 7.38454 0.02508 0.00026 0.62672 1.13198 0.92305 

14. Warmińsko-
Mazurskie 0.01711 0.00179 0.00681 0.00076 0.07630 0.34248 0.86173 

15. Wielkopolskie 0.02436 0.64524 0.00726 0.02092 0.12305 1.81243 0.79653 
16. Zachodniopomorskie 0.02060 0.07088 0.01021 0.14479 0.33131 0.46367 1.09512 

 
 

Table 4. Values of the normalised indicators for the voivodeships in the years  
2003-2018 (Own study) 

No. Voivodship Z1 Z2 Z3 Z4 WIT Z5 Z6 Z7 WE 

1. Dolnośląskie 0.21489 0.27817 0.20634 1.00000 0.42485 0.90207 0.39179 1.00000 0.76462 

2. Kujawsko-
Pomorskie 0.22817 0.00042 0.04737 0.00926 0.07131 0.36846 0.18781 0.46333 0.33987 

3. Lubelskie 0.14809 0.01612 0.65297 0.01306 0.20756 0.36647 0.44027 0.35446 0.38707 
4. Lubuskie 0.31637 0.07352 0.25614 0.01037 0.16410 0.60587 0.24447 0.60537 0.48524 
5. Łódzkie 0.08872 0.29951 0.41886 0.16279 0.24247 0.06546 0.32834 0.29069 0.22816 
6. Małopolskie 1.00000 0.01195 0.09265 0.12042 0.30626 0.75632 0.16423 0.82114 0.58056 
7. Mazowieckie 0.16853 0.02556 0.30154 0.00005 0.12392 0.23564 0.41806 0.51853 0.39074 
8. Opolskie 0.23690 0.13847 0.21533 0.37236 0.24077 0.46767 0.36346 0.79444 0.54186 
9. Podkarpackie 0.34299 0.01081 0.61096 0.00340 0.24204 0.62144 0.24341 0.47875 0.44787 
10. Podlaskie 0.00461 0.01400 0.74658 0.00094 0.19153 0.01619 0.52322 0.40520 0.31487 
11. Pomorskie 0.69063 0.00430 0.52464 0.01404 0.30840 1.00000 0.06752 0.50864 0.52539 
12. Śląskie 0.26248 0.49686 0.28282 0.00914 0.26283 0.30455 0.13501 0.51468 0.31808 
13. Świętokrzyskie 0.38305 1.00000 1.00000 0.00050 0.59589 0.84936 0.62457 0.47494 0.64962 

14. Warmińsko- 
Mazurskie 0.28790 0.00024 0.27131 0.00148 0.14023 0.10341 0.18896 0.44339 0.24525 

15. Wielkopolskie 0.40978 0.08738 0.28930 0.04103 0.20687 0.16676 1.00000 0.40984 0.52553 

16. Zachodniopo-
morskie 0.34659 0.00960 0.40715 0.28398 0.26183 0.44900 0.25583 0.56347 0.42277 
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4. Discussion 
In accordance with the methodological assumptions the voivodships were di-
vided into 4 types in terms of water management activities that were carried out 
and 4 groups in terms of the expenditures devoted to the implementation of 
water management tasks (Fig. 3, Table 5). 

Types of the voivodships are the following: 
 type A – voivodships at very high level of water management investments, 
 type B – voivodships at high level of water management investments, 
 type C – voivodships at medium  level of water management investments, 
 type D –voivodships at low level of water management investments. 

 
Groups of the voivodships are the following: 

 group 1 – the voivodships with very high expenditure, 
 group 2 – the voivodships with high expenditure, 
 group 3 – the voivodships with medium  expenditure, 
 group 4 – the voivodships with low expenditure. 

 

 
Fig. 3. Types and groups of the voivodships according to the implementation level and 
expenditures incurred on water management in the years 2003-2018 (Own study) 
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Table 5. Typology of voivodships according to implementation level and expenditures 
incurred on water management in the years 2003-2018 (Own study) 
 Type A Type B Type C Type D 

G
ro

up
 1

 

Dolnośląskie 
Świętokrzyskie 2* Małopolskie 

Pomorskie 2 Lubuskie, Opolskie, Podkarpackie, 
Wielkopolskie, Zachodniopomorskie 5  0 

G
ro

up
 2

 

0 Śląskie 1 Lubelskie. Podlaskie 2 
Kujawsko-
Pomorskie 
Mazowieckie 

2 

G
ro

up
 3

 

0  0 Łódzkie. Warmińsko-Mazurskie 2  0 

G
ro

up
 4

 

0 
 

0 
 

0 
 

0 

* no. of the voivodships 
 
According to the results presented above, there is a diversification of the 

voivodships with regard to technical flood protection measures undertaken in 
the analysed period. The obtained picture of the situation was compared with 
the results of the study made by Gołąb (2018) that concerns the issue of flood 
protection of Poland in 2007-2016. The abovementioned work contains the 
flood risk assessment of the voivodeships that was developed using the RCB 
method (2010, pp. 14-18) and flood risk maps (ISOK 2018). The results of the 
assessment are presented in Fig. 4. 

The analysis of relation between the existing flood risk in the voivod-
ships with the infrastructural and economic activities undertaken by the authori-
ties in the analyzed period to prevent, reduce and counteract floods shows that 
in the group of the voivodships with a high flood risk, the best results were 
achieved in the Dolnośląskie Voivodship. Lower but still satisfactory effects 
were noted in the Pomorskie and Małopolskie Voivodships. In the remaining 
voivodeships of this group (Lubuskie, Opolskie, Podkarpackie, Zachodniopo-
morskie) the level of implementation of technical measures to minimize risks is 
medium, in spite of the very high financial expenditure. The Śląskie Voivodship 
is the only region with a high flood risk, slightly lower expenditure incurred on 
water management and high level of implemented technical investments. 
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Fig. 4. The flood risk assessment in voivodships using RCB method (Own study based 
on Gołąb, 2018) 

 
Quite large variation was observed in the case of regions assigned to 

a group of low flood risk. In Świętokrzyskie Voivodship the tasks were imple-
mented at a high level and with very high expenditure. Whereas, in the Lubel-
skie Voivodship the achievements are medium despite high expenditure. The 
unfavorable situation occurs in the voivodeships of medium flood risk. This is 
particularly evident in case of the Kujawsko-Pomorskie and Mazowieckie Voi-
vodeships, where significant financial expenditures were not reflected in in-
vestment activities in water management, especially compared to other voivode-
ships. The situation is slightly better in the Wielkopolskie Voivodship. Łódzkie, 
Warmińsko-Mazurskie and Podlaskie Voivodships were assessed at the medium 
level. 

5. Summary 
Flood protection has become one of the most important priorities of public safe-
ty and risk prevention in Poland. In accordance with the overall objective of the 
European Directive (Directive 2000) there is a strong need to limit flood losses 
which involves appropriate land-use management of flood risk areas. Taking 
into account the progressing climate change, and consequently the increasing 
number of extreme weather events, it is fair to assume that the endangered areas 
will grow larger.  

:] 1-16 voivodship number according to wole 1 
The level of flood risk in the vulvodahbsto according to Goląb (2018) 

low flood risk 

-medium flood risk 
- high flood n'sk 
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Spatial development plans for each of the 16 voivodships place a strong 
emphasis on enhancement of security in the flood risk areas as well as on 
drought mitigation. These tasks are implemented mainly using technical meth-
ods, including e.g. the establishment and modernisation of flood prevention 
embankments or construction of retention reservoirs. Taking into account the 
dynamics of the investments and financial outlays on water management 
measures, the situation is satisfactory in 4 voivodships i.e. Dolnośląskie, 
Świętokrzyskie, Małopolskie and Pomorskie. The study also indicated voivod-
ships where implementation of flood protection measures appears to be insuffi-
cient (Kujawsko-Pomorskie and Mazowieckie voivodships) or unsatisfactory 
(Lubelskie, Opolskie, Podkarpackie, Wielkopolskie, Zachodniopomorskie). 
Development plans for voivodships define three main measures applicable in 
flood loss mitigation: restriction of settlement development in high flood risk 
areas, enhancement of water retention and implementation of the broadly de-
fined green-and-blue infrastructure. These goals are directly linked to the coor-
dination of activities undertaken by various entities responsible for water man-
agement, flood prevention and spatial planning. These are State Water Holding 
Polish Waters as well as regional, sub regional and local administration authori-
ties. Apart from flood risk mitigation implemented at the regional level, local 
spatial planning also plays a very important role, especially in terms of rational 
conversion of arable land into urbanized and built-up land (Mrozik & Przybyła 
2013, Pawłat-Zawrzykraj & Podawca 2019, Podawca & Pawłat-Zawrzykraj 
2019). Unfortunately, adverse situation associated with uncontrolled urbanisa-
tion, especially due to administrative decisions that allow to place new invest-
ments (particularly new settlements) in flood-risk areas and rising urban pres-
sure on river valleys, do not correspond to the flood prevention objectives listed 
above. These particular problems were highlighted in the report of the Supreme 
Audit Office (Kowalewski 2018). The report pointed them out as symptoms of 
defective spatial planning system and inadequate spatial management. In Po-
land, the demand for residential areas is overestimated. In the country populated 
by 38.162 million people, the capacity of areas designated for settlements is 
about 60 million. Some of these areas are also designated in flood-risk areas 
(Kowalewski 2018). All of these factors demonstrate the need for stronger co-
ordination of activities undertaken at various administrative levels, starting from 
national, through regional to local ones. 
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Abstract: This paper is devoted to the evaluation of the environmental effects by 
the LCA method of recycling electrical insulators through their secondary use in 
the production of cementitious composites as replacements for traditional mineral 
aggregates. For the proposed waste recycling system, using the life cycle 
assessment (LCA) method, the environmental impact of product manufacturing 
was evaluated at the level of several key factors. A cubic meter of concrete 
composite was used as the functional unit. The environmental impact assessment 
was carried out for recycled and traditional composite products. The work was 
carried out using the openLCA computer program. The obtained results confirmed 
that the replacement of traditional aggregate with recycled aggregate after its prior 
deposition and grinding at the concrete producer brings positive effect. Compared 
to the production of traditional composite, the production of composites with 
recycled aggregate showed a favorable parameter: the amount of depletion of 
natural resources. Other studied parameters such as climate change, air pollution 
and process toxicity ware almost the same for both types of composites. Taking 
into account the results obtained, it was concluded that this type of waste trading 
system can be implemented in industrial activities with a positive effect on the 
environment. 
Keywords: recycling aggregates, aggregate substitutes,  
life cycle assessment method, municipal mines, ceramic waste 

1. Introduction 
Electrical insulators are ceramic elements used for insulating overhead power 
lines. Due to the structure, insulators can be divided into insulators with solid 
structure – then they are called solid insulators and having empty space inside  
– so called hollow insulators. Insulators due to the place of application can be 
divided into linear, standing, cantilever, cap, lashing, etc. (Zegardło et al. 2016). 
The main part of the insulator is made of fine ceramic produced from white 
clays. Some insulators have an integral steel element connected to the ceramic 
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part. Fig. 1 shows the used electrical insulators recovered during power line 
rehabilitation. 

Electrical insulators, although their main function is to insulate electri-
cal conductors installed in power systems, they also carry their weight and the 
weight of electrical cables. For this reason, they are made from high quality 
materials that are both durable and resistant to environmental factors. Insensitiv-
ity to high temperature, repeated freezing and thawing processes and high 
strength parameters are provided by high quality ceramics. However, surveys 
conducted among entrepreneurs have shown that despite the longevity of ceram-
ic elements themselves, the service life of electrical insulators is about 30 years. 
After this period, with the comprehensive replacement of overhead power lines, 
electrical insulators are replaced with new ones and at this point they become 
waste (Zegardło 2020). Surveys carried out in companies carrying out repair 
works have proved that insulators obtained in this way end up in landfills of 
electrical companies. They are collected from these places by specialized recy-
cling companies, which charge the depositor for their service. 

 

 
Fig. 1. Exhausted electrical insulators obtained during power line repair 

 
Surveys conducted among entrepreneurs indicate that it would be much 

more beneficial to dispose of waste free of charge in places designated for that 
purpose. In such places, producers of recycled materials, for whom waste would 
be a substrate in production, would have a chance to acquire and reuse it free of 
charge. However, the current state of trade in such materials is very poor. The 
statements of the representatives of local municipal enterprises prove that cur-



674 Bartosz Zegardło 
 

rently all kinds of ceramic materials are mixed with construction debris and 
used only as spacers to strengthen heaps on landfills. In the opinion of the au-
thor of this study, this method is extremely inefficient. When considering the 
possibilities of recycling ceramic materials, several criteria should be taken into 
account. Depositing such waste on landfills is not only a devastation of natural 
mineral resources, from which ceramic products were created, but also a waste 
of energy, which was used to fire them. This energy gave the plastic clay its 
compact, weather-resistant and durable structure. Summarizing the above, it 
was concluded that the current system of used electrical insulators is not correct. 
This view is unambiguously confirmed by analyses of the possibilities of sec-
ondary use of technical ceramics presented in numerous research works. 

As evidenced by published studies, fine ceramic waste has a wide range 
of applications, including in the construction industry. They can be used both 
for mundane road base construction (Ogrodnik & Zegardło 2016) and for so-
phisticated applications as aggregates for special concretes. 

For example, the paper (Halicka et al. 2013) presents the possibility of 
using noble ceramic waste from sanitary material waste to produce special con-
cretes resistant to abrasion and high temperature resistance. In the work (Ze-
gardło et al. 2016) the possibility of using the same waste in ultra-high strength 
cement concretes was presented. The work (Ogrodnik et al. 2017) presents re-
search results that prove that waste sanitary ceramics are excellent for compos-
ing composites with their participation with high resistance to chemically ag-
gressive environments. In the works (Zegardło et al. 2018) and (Ogrodnik et al. 
2017) the authors proved that composites containing cullet can be used to work 
in fire conditions, and their ability to accumulate heat in their interior can make 
them useful as accumulators of thermal energy. 

As for the electrical insulators themselves, there are also scientific pa-
pers confirming their use in cement composites 

In (Senthamarai & Devadas 2005), the authors present a study in which 
they used crushed electrical ceramic insulators as a substitute for natural stone 
ballast. Portland cement, traditional stone aggregate, aggregate obtained from 
crushed electrical insulators and water were used to prepare concrete. Based on 
the study, the authors concluded that the properties of concretes prepared using 
aggregate from crushed electrical insulators did not differ by more than a few 
percent from those of concretes prepared using traditional aggregates. In (Sen-
thamarai et al. 2011), the authors compared concretes prepared using crushed 
ceramic insulator aggregate with traditional concretes in terms of water absorp-
tion, pore volume and chloride diffusion with varying w/c ratio. The results of 
the density and strength of the concretes showed that there are no clear differ-
ences between the compared recycled and traditional composites, and the men-
tioned characteristics differ more due to the water-cement ratio than due to the 
type of aggregate used. 
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The author of the present paper presents in (Zegardło et al. 2016) the re-
sults of the study of concretes, in which the only aggregate used in the compo-
sites were crushed electrical insulators. In this research, for the preparation of 
concrete composites of high classes, high value cement CEM I 42.5N – SR 
3/NA and admixture – superplasticizer ISOFLEX 7130 were used. The results 
showed that the composite containing waste insulators had a very high average 
compressive strength of 86.40 MPa and can be a substitute for high value ag-
gregate such as basalt, for which the tested average compressive strength using 
the same other components of concrete was 76.50MPa.  

In (Xu, Nana et al. 2015), the authors presented the preparation and 
properties of porous ceramic aggregates produced using electrical insulating 
waste. The effects of sintering temperature and waste content on aggregate 
properties such as bulk density, apparent porosity, total porosity and cold crush-
ing strength were investigated. The main conclusion of this work was that insu-
lator waste can also be used for this type of application. 

Another application of these wastes was proposed by the authors of 
(Liu, Zang et al. 2015) who produced glass-ceramic foams with high porosity 
and high strength using electroinsulator waste and red slurry waste as raw mate-
rials. The results showed that as the content of electroinsulator waste increased, 
various chemical components of the waste promoted the formation of a liquid 
phase whose composition transformed from a Ca-Al-Si-O system to an Al-Si-O 
glass system, and thus caused changes in the pore structure of glass-ceramic 
foams.  

Paper (Higashiyama, Hiroshi et al. 2012) presents the results of an ex-
perimental study: compressive strength and resistance to chloride ion ingress of 
mortars made from fine aggregates of ceramic waste. In this study, ceramic 
waste from electrical insulators supplied by a Japanese power company was 
crushed and ground to produce fine aggregate for mortars. It was confirmed that 
partial replacement of cement with waste ceramic powder up to 20% was effec-
tive in terms of compressive strength and resistance to chloride ion ingress. 

The following work (Sabarinathan, Annamalai et al. 2019) discusses the 
effect of waste fillers – inorganic electrical insulators on the properties of glass 
fiber reinforced epoxy composite. The waste fillers of electrical insulators were 
uniformly mixed with the resin using ultrasonic technique. Composites with 
different filler contents (0, 5, 10, 20%) and 20% glass fiber were produced by 
hand lay-up method. The physical, mechanical, absorption, thermal and dynam-
ic properties of the composites were studied. At the end of the experimental 
work, the possibility of reprocessing used electrical insulators as cheap rein-
forcement in polymer composites was indicated. 

The author of the paper (Salam 2018) also notes that electrical porcelain 
insulators made from refractory materials have to undergo rigorous testing be-
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fore final verification of acceptance into service. This also results in a large 
amount of waste available in manufacturing plants. In the present study, porce-
lain waste was crushed and ground and then used as a partial substitute for sand 
in cement mortar for paving. The results showed that this substitution had only 
a moderate effect on most of the properties studied, while it contributed to the 
mechanical strength of the samples. 

The aim of the work presented in (Geraldo, Souza et al. 2018) was to 
study some characteristics of building elements made of waste red ceramics and 
porcelain, which in the case of this work came from decommissioned electrical 
insulators. The compressive and flexural strength, porosity and microstructure 
of the recycled masonry materials were evaluated. Compressive strength results 
ranged from 12.3 to 33.9 MPa, which is above the minimum required by Brazil-
ian standards for building elements (≥ 2.5 MPa). The low water-to-solid ratio 
and the uniaxial loading pressure before the setting time contributed to the re-
duction of porosity, which was evident in the dense microstructure. The results 
obtained indicate that the aforementioned wastes can be successfully used as 
filler in the production of masonry elements. 

The results of all the studies described above led the author of this paper 
to propose a new system of electro-insulation waste circulation. The system 
allocation was carried out for a medium size town located in the eastern part of 
Poland with 70 000 inhabitants. The proposal of the system was based on field 
inspections, questionnaires to entrepreneurs acquiring waste, representatives of 
municipal plants and producers of concrete composites. The field inspections 
and materials in the form of spatial development plans of the cities have shown 
that both electric companies acquiring waste and companies producing concrete 
composites are in close vicinity due to the fact that they are located in the same 
industrial districts of the cities. Due to the fact that landfills and selective waste 
collection points are often located outside cities, it was decided that waste depo-
sition should take place directly at the producer of concrete composites. Such 
a procedure not only reduced the transport of waste by the depositor to the land-
fill but also the costs of waste deposition. This type of solution was also benefi-
cial for the composite producer. Despite the necessity of adjusting the waste in 
the crushing process, he obtained a substrate for his production free of charge, 
omitting the necessity of transporting the aggregate from the mine located about 
30 km away, as was the case with traditional aggregates.  

For the proposed system, the assessment of the influence of the adopted 
solutions on the environment was made with the use of the LCA (Life Cycle 
Assessment) method. The functional unit was assumed to be 1 m3 of concrete 
composite. The assessment of the influence on the environment has been carried 
out in relation to the products with recycled and traditional composite. The 
study was carried out using the openLCA computer program. 
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2. Research methodology 
The Life Cycle Assessment (LCA) method (Kowalski et al. 2007) is a technique 
in the field of research systems, whose aim is, among others, to assess the im-
pact of various processes on the environment, and in particular to evaluate po-
tential threats that may occur. 

The main idea of this method is not only to determine the final result for 
the tested process, but also to estimate and evaluate the effects of the whole 
process for many environmental hazard criteria. The test method is defined in 
several standards (PN-EN ISO 14040, PN-EN ISO 14041, PN-EN ISO 14042, 
PN-EN ISO 14043). ISO 14040 defines the environmental impact assessment 
methodology, indicating four different phases of the study. The first phase is the 
aim and scope phase, which sets the context for the study. The second phase is 
the data set analysis (LCI), which determines the raw materials entering the 
system and identifies the emissions and wastes entering the environment. The 
third phase is the impact assessment phase, in which potential environmental 
impacts are identified. The fourth and final phase is the interpretation phase 
where the information from the results is evaluated (ISO 14040: 2006).  

For the research and analysis presented in this paper, the computer 
software OpenLCA 1.10.3 was used. OpenLCA is a free open source software 
whose main purpose is to support sustainable development. It allows perform-
ing calculations as well as detailed analysis with identification of all factors.  

Following the guidelines of the standards in the first stage of the re-
search work described in this paper in the purpose and scope phase, which sets 
the context for the study, it was determined that the environmental implications 
would be carried out for the city for which the waste trading system presented 
above was developed. The system allocation was conducted for a medium-sized 
city located in the eastern part of Poland with a population of 70,000. In this 
city, composite manufacturing plants and electrical repair companies are located 
in close proximity to each other. In suburban areas within 30 km, there are de-
posits of sand and gravel from where concrete composite producers supply ag-
gregates. It was established that the aim of the analysis would be to compare the 
environmental impact of the production system of two composites: a traditional 
sand and gravel one and a recycling one containing only ceramic waste from 
crushed electrical insulators. The functional unit was the production of one cu-
bic meter of each composite. The time range of the study was from the produc-
tion of the substrates to the production of the composite without building the 
composite into the structure and demolishing the objects that were made of it. In 
modeling the data, it was assumed that the properties of the composites pro-
duced would be the same. Both composites would have a compressive strength 
of 25MPa and this would correspond to composites that are most commonly 
produced in concrete batching plants. It was also assumed that all the compo-
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nents of the composites would be the same except for the aggregate itself. Fig. 1 
and Fig. 2 show the system boundaries, processes and materials for the conven-
tional and recycled concrete production system. Table 1 shows the composition 
of the concrete mixtures. 

 

 
Fig. 2. System boundaries, processes and materials for conventional concrete 
production system 

 

 
Fig. 3. System boundaries, processes and materials for recycled concrete production 
system 

 
The second phase of the project was to analyze the dataset to determine 

the raw materials going into the system and identify the emissions and waste 
going into the environment. This phase of the research used the publicly availa-
ble OzLCI_2019 database to determine all the raw materials needed to produce 
the traditional composite, designated GRAV25, and the process output. All the 
basic raw materials that are also used in the production of concrete elements, 
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such as the minerals from which cement is made, the energy resources required 
for its production and consumption by the machines of the concrete batching 
plants, the fuels used in transportation, etc., were considered for the calculation. 

 
Table 1. Composition of concrete mixes 

Lp. Substrates in 1dm3 of concrete GRAV25 REC25 
1 Portland cement 240 kg 240 kg 
2 Microsilica 24 kg 24 kg 
3 Sand 0-2 mm 790 kg – 
4 Gravel 2-16 mm 1102 kg – 
5 Ceramic wastes 0-2 mm – 790 kg 
6 Ceramic wastes 2-16 mm – 1102 kg 
7 Superplasticizer 4.8 kg 4.8 kg 
8 Water 198 kg 198 kg 

 
Modelling the input and output data set for the recycled composite, 

named REC25, in the first step an amendment was made to the process used in 
the production of the traditional composite to account for the reduction in the 
use of natural aggregates at the expense of the use of waste. Similar changes 
were made to account for the reduction in factors caused by the transport of 
natural aggregates. The NEEDS_2018 database was used for this purpose. It 
also takes into account the need to adapt the recycling aggregate consisting of 
crushing and separation of steel elements from waste. 

The LCI datasets available in databases are intended for use in long-
term environmental technology assessment. The data in the databases have been 
developed for a number of different time scenarios. The 2020 scenario, assum-
ing the Polish system allocation, was used in this study.  

In the third stage of research work, an impact assessment was carried 
out to identify potential environmental impacts. For this purpose, two methods 
were applied depending on the examined parameter. The first was the method of 
the Leiden University Institute of Environmental Engineering (CML). This 
method assessed the impact of composites production on climate change, which 
was expressed in kilograms of CO2 equivalent released into the environment. 
Another parameter assessed by this method was the amount of energy resource 
depletion expressed in MJ units. The last parameter examined by this method 
was human toxicity expressed in units of kg of 1,4-dichlorobenzene equivalent. 
The second method of environmental impact assessment was the Ecological 
Scarcity Method (ESM). This method assessed the impact on the depletion of 
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natural resources, which was expressed in units of UBP, i.e. units of ecological 
scarcity. The total air pollutant emissions were assessed using the same method. 

The fourth and final phase of the research paper was the interpretation 
phase, in which the information obtained from the results was evaluated. 

3. Findings and its analysis 
A summary of the results of the conducted tests is included in Table 2. 

 
Table 2. Summary of test results 

Test 
method Test value Unit 

The result 
obtained for 
production 
GRAV 25 

The result 
obtained for 
production 

REC 25 

D
di

ffe
re

nc
e 

[%
] 

CML Climate change 
GWP 100 kg CO2 eq. 507.26 507.15 0.2 

CML Depletion  
of resources MJ 1519.84 1487.15 2.15 

CML Human toxicity kg 1,4-dichloro-
benzene eq. 8.095 8.095 0 

ESM Natural resources UBP 84.82 58.00 31 
ESM Emission to air UBP 2.528 2.527 0.04 

 
The analysis of the results presented above proves that the parameters 

evaluated for the recycled REC 25 composite were in most cases more benefi-
cial than those calculated for the traditional GRAV 25 composite. The impact of 
the composite production on the climate change, expressed in kilograms of CO2 
equivalent introduced to the environment, was only slightly lower for the recy-
cled REC 25 composite than for the traditional GRAV 25 composite. The dif-
ference was only 0.2%. The next parameter assessed, the amount of energy loss 
expressed in MJ units, was also more favorable for the recycled composite. This 
time the value difference was slightly higher and amounted to 2.15%. In the 
case of the calculated values in the aspect of toxicity to man expressed in units 
of kg of 1,4-dichlorobenzene equivalent, no differences were found between the 
production of the traditional GRAV 25 composite and the recycled REC 25 
composite. The biggest difference in the calculated results was observed in the 
aspect of depletion of natural resources, which was expressed in UBP units, i.e. 
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units of ecological deficit. In this case, the value assessed for the production of 
REC 25 recycling composite was 58.00 UBP and was as much as 31% lower 
than for the traditional GRAV 25 composite, for which the value was 84.82 
UBP. Similarly, the total air emissions also expressed in UBP units were lower 
for the REC 25 recycling composite, but this value was only 0.04% lower. 

Analyzing the above values, it is noted that the greatest environmental 
benefit was recorded for the depletion of natural resources. Aggregate in the 
concrete space occupies the largest volume, which is 60% for some composites. 
By reducing the proportion of natural aggregate in the production of composites 
in favor of recyclate, the natural resources of minerals drawn from natural de-
posits are conserved. This is in line with the policy of sustainable development, 
which consists in leaving raw materials in deposits also for future generations. 
Especially since in many areas natural aggregate resources have already been 
depleted or are shrinking rapidly. 

The other volumes evaluated are not significantly different. Material 
and energy resources for the transportation of traditional aggregates are similar 
to those involved in the processes of adaptation of recyclates. This is due to the 
negative environmental impact of the waste adaptation process for the produc-
tion of composites. Their crushing takes place in combustion crushers, whose 
crushing elements are temporarily replaced. The comminuting process reduces 
energy resources, releases unfavorable toxic compounds into the atmosphere 
along with the exhaust gases, and reduces natural resources through the neces-
sary replacement of crushing machine elements. In the results of the analyses 
carried out, it was noted that the parameters of the adverse environmental im-
pact of the use of mineral aggregates, apart from the depletion of resources, are 
similar to those caused by the process of adaptation and use of recyclates. In the 
case of waste trading, in which it would be additionally transported from land-
fills to composite producers, the environmental impact of the use of recyclates 
would be more adverse than the extraction of natural aggregates. On this basis, 
it can be concluded that the only valid approach is to deposit aggregates at the 
composites production site.  

4. Conclusions 
Taking into account the positive factor of using recyclates in the proposed sys-
tem – reduction of natural resources, it should be remembered that this parame-
ter positively influences the environment on several levels. Apart from saving 
the minerals in the deposits, the amount of post-mining excavations is reduced 
and disturbance of the groundwater table is limited. Leaving the insulators with 
the aggregate producer and using them as mineral substrates also reduces the 
amount of waste deposited in landfills. On a macro scale, such action reduces 
the area of landfills, which has a positive impact on the natural landscape. 
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Considering the results of the evaluation of the ecological effects of re-
cycling of waste electrical insulators, the implementation of the described sys-
tems is worth recommending for implementation in industrial operations.  

Research also shows that a proper system of circulation of this waste 
has a positive impact on the environment. 
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Abstract: Deterioration of the natural environment as a result of violation of its 
natural structures and self-regulatory mechanisms causes an urgent need to 
replace chemicals with effective and multidirectional biopreparations. Reduction 
of the amount of chemicals used in agriculture becomes possible through the use 
of Effective Microorganisms. This will reduce the burden on the environment. 
Agriculture that uses EM technology can count on help with germination rates; 
emergence uniformity; and crop yields, for example. EM formulations contain 
a mixture of different coexisting microorganisms. The following paper presents 
the results of own research on the use of Effective Microorganisms in seed 
dressing of spring wheat. It was shown that the microbial preparation EM 
Naturally Active affects the increase of wheat seed germination dynamics. 
Keywords: Effective Microorganisms, wheat 

1. Introduction 
Recently, the state of the natural environment has attracted much attention. This 
is due to the unconscious disruption of biological homeostasis through human 
activities (Szymanek et al. 2020). Significant amounts of pesticides used in 
agriculture that persist in the soil can have long-term effects on the survival and 
functioning of Rhizobia (Ahemad & Khan 2012). Reducing the amount of 
chemicals used, according to Janas (2009), is possible through the use of a mi-
crobial preparation that is becoming increasingly popular in Poland and the 
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world (Western Europe, Japan, USA, Brazil) Effective Microorganisms 
(Kosicka et al. 2015). 

Effective Microorganisms are formed by selected and properly chosen 
smallest organisms on Earth. A composition of more than 80 different strains of 
aerobic and anaerobic microorganisms such as photosynthetic bacteria, lactic 
fermentation bacteria, Actinobacteria, yeast and fungi. The Effective Microor-
ganisms technology was developed by Professor of Horticulture Teruo Higa of 
the Ryukyus University Agricultural Academy in Okinawa, Japan (Armand 
et al. 2021, Kolasa-Więcek 2010, Schulz et al. 2013).  

The last several years has shown an increasing tendency towards the use 
of biopreparations with substances of natural origin. The aim of this action is to 
improve the health of plants, to allow them to better uptake nutrients and, as 
a result, to obtain an increased yield (Jilani et al. 2010, Kumar & Kumar 2019, 
Gao et al. 2020).  

An important group of EMs are lactic acid bacteria that produce various 
metabolites, mainly in the form of bacteriocins, which have inhibitory effects on 
microbial growth (Chmielowski et al. 2020). Yeast produces many biologically 
active substances such as amino acids and polysaccharides that nourish other 
microorganisms. Phototrophic bacteria play a major role in the nitrogen cycle 
and carbon cycle. The use of EM in the soil or plant ecosystem can improve soil 
quality and health. It also stimulates plant growth, increasing yields and thus 
improving crop quality (SI 2016).  

Effective Microorganisms technology is based on inoculating the soil 
with a mixture of beneficial microorganisms to create a favorable environment 
for plant growth and development (Olle & Williams 2015). When injected into 
the soil, they exert beneficial effects on plants by increasing the assimilation of 
nutrients that are difficult for plants to access on their own, reducing decay pro-
cesses, improving humus-forming capacity, eliminating pathogens, and affect-
ing growth and crop quality (Kosicka, et al. 2015).  

The range of action of EM preparations is wide due to the fact that they 
have the ability to increase the biological activity of soils thus as a result, decay 
processes will be stopped. They can contribute to improving soil structure and 
fertility by dissolving certain compounds that are not available in non-dissolved 
form to plants. Their effect can also be seen by improving the physical and 
chemical properties of soils (Piskier 2007). EMs have the ability to break down 
organic matter and synthesize nutrient substances needed for plant growth (Devi 
& Manimaran 2012). 

Seed quality is among the key factors that determine plant development 
and yield. Pre-sowing treatment of seeds is aimed at improving their germina-
tion capacity as well as seedling vigor. With this treatment, young plants will 
gain greater resistance to environmental stress and thus faster development and 
greater plant vigor will be noticed (Rhodes & McCarl 2020, Seran & Sutha-
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mathy 2013). Seed treatment before sowing affects germination rate and seed-
ling growth, which in turn determines higher yield (Dziwulska-Hunek et al. 
2020, Siyami et al. (2018). 

The mechanism of action of Effective Microorganisms is a mapping of 
natural processes occurring in nature. Microorganisms are able to function in 
vast range of conditions such as a slurry tank, in sewage sludge remaining after 
wastewater treatment, in water and in soil. Those numerous microorganisms 
possess various enzymes that give them the ability to break down non-organic 
matter. They also have the ability to produce substances that prevent the func-
tioning of fungal pathogens. Particular groups of microorganisms form certain 
compounds that constitute food for the others. In this way, the necessary food 
for continued growth is provided. Effective Microorganisms, while having con-
stant access to food, are secreting vitamins, antioxidants and organic acids, con-
tributing to changes in soil morphology, inhibiting the development of patho-
genic processes (Janas 2009). 

A composition of EM cultures has found its way into plant and animal 
production and into the regeneration of soils where their natural biological bar-
rier has been breached. Agriculture using Effective Microorganisms can count 
on support in as the intensity of germination and yield. These preparations can 
improve the assimilability of nutrients in the deeper soil layers and influence the 
intensity of photosynthesis (Faltyn & Miszkieło 2008).  

Since composing a mixture of Effective Microorganisms and their prac-
tical application, the importance of EM in various areas of the economy has 
increased rapidly. They have found their use in agriculture, horticulture, animal 
husbandry, medicine, industry, construction, food processing and environmental 
protection. Despite the advancing technology, there is still a conviction about 
the undiscovered possibilities of these organisms (Paśmionka & Kotarba 2015). 

2. Materials and methods 
The research was conducted in the Department of Technology in Environmental 
Engineering, Bialystok University of Technology in 2020. The aim of the re-
search was to obtain information on the use of Effective Microorganisms and to 
present the effectiveness of EM Naturally Active preparation in the cultivation 
of spring wheat. The research was also aimed at determining the effect of the 
Naturally Active EM dose on the seed germination dynamics and the impact of 
seed treatment time on their ability to germinate depending on the applied EM 
concentration. 

The research was conducted on sterile Petri dishes in two repetitions. 
Grains of spring wheat cultivar FEELING intended for analysis were sieved on 
strainers with diameter of 2.5-2.8 mm. The EM Naturally Active preparation 
used for the research contains a rich complex of alive, active microorganisms, 
including lactic acid bacteria, phototrophic bacteria, actinomycetes, yeasts and 
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fungi, as well as nitrobacteria. This preparation comes from the company 
Greenland Technologia EM Sp. z o.o., which since 2008 has been producing 
and selling products based on the original Japanese technology of Effective 
Microorganisms, which are widely used in agriculture and horticulture and in 
biological environmental purification. EM Naturally Active has been registered 
as an organic fertilizer by the decision of the Minister of Agriculture and Rural 
Development No. 281/11 of March 31, 2011. 

In the first test, appropriate dilutions of EM Naturally Active were pre-
pared: 0.1%, 1%, 5%, and then the grain was soaked in them for 30 min, 1 h, 
and 3 h. Blotting paper was placed on sterile Petri dishes as a substrate. Then 20 
grains were placed on each Petri dish, 5 grains per each quadrant. The grains on 
the plates were watered with water according to their requirement.  

In the second test, appropriate dilutions of EM Naturally Active prepa-
ration of 0.5%, 1%, 5%, 15%, 30%, 50% were prepared and the grains were 
soaked in them for about 30 minutes. Blotting paper was placed on sterile Petri 
dishes as a substrate. Then 20 grains were placed on each of the Petri dishes, 
5 grains for each quarter. The grain on the plates in the control trial was watered 
with water. In the test trials, the grains were watered with six different concen-
trations of EM Naturally Active solution according to their requirement.  

Both dish experiments were conducted at 20°C and no light until the third 
day, and then the access to light for 12/12h day/night was provided. The dynamics 
of wheat emergence started being recorded from the third day after experiment 
commencement until the end of germination (Faltyn & Miszkieło 2008). 

Experimental setup:  
Object 1: grain not treated with EM solution;  
Object 2: grain was treated for 30 minutes with 0.1% EM solution,  
Object 3: grain was treated for 30 minutes with 1% EM solution,  
Object 4: grain was treated for 30 minutes with 5% EM solution, 
Object 5: grain was treated for 1 hour with 0.1% EM solution, 
Object 6: grain was treated for 1 hour with 1% EM solution, 
Object 7: grain was treated for 1 hour with a 5% EM solution, 
Object 8: grain was treated for 3 hours with 0.1% EM solution, 
Object 9: grain was treated for 3 hours with 1% EM solution, 
Object 10: grain was treated for 3 hours with 5% EM solution, 
Object 11: grain watered only with water,  
Object 12: grain was watered with 0.5% EM solution,  
Object 13: grain was watered with 1% EM solution,  
Object 14: grain was watered with 5% EM solution,  
Object 15: grain was watered with 15% EM solution,  
Object 16: grain was watered with 30% EM solution,  
Object 17: grain was watered with 50% EM solution. 
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3. Results and disscusion 
Observations of wheat emergence dynamics are placed on individual graphs. 
The experiment was conducted for seven days. At that time the end of wheat 
germination was observed. 

Treating grains with 0.1% EM solution for 3 hours resulted in 85% of 
grain emergence as early as day 3 of the dish test, and this contributed to the 
fastest germination of wheat compared to the control and 30 minutes, 1 hour 
grain treatment (Fig. 1). 

 

 
Fig. 1. A graph containing percentage comparison of germination strength results for 
grain dressed with 0.1% EM Natural Active solution 

 
Treating grains with 1% EM solution in 3 hours time resulted in 85% of 

germinated grains as early as on the 3rd day from the day of the dish test, and 
this contributed to the fastest germination of wheat in comparison to the control 
and 30 minutes, 1 hour dressing of grains (Fig. 2). 

In the case of 0.1% and, 1% concentration of EM preparation, the 30 
minutes grain treatment time on the third day of observation is manifested by 
fewer germinated kernels than after 3 hours of treatment. On the third day of 
observation, grains treated with 0.1% and, 1% EM solution during 1 hour ger-
minated fewer grains than after 3 hours of seed treatment. 

Treating grain with 5% EM solution during 1 hour resulted in 75% of 
grain emergence already on the 3rd day after the plate test, and this contributed 
to the fastest germination of wheat compared to the control and 30 minutes, 
3 hours grain treatment (Fig. 3). 
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Fig. 2. A graph containing percentage comparison of germination strength results for 
grain dressed with 1% EM Natural Active solution 

 

 
Fig. 3. A graph containing percentage comparison of germination strength results for 
grain dressed with 5% EM Natural Active solution 

 
On the third day of observation, the seeds treated with 5% EM solution 

germinated in greater number in 1 hour than after 30 minutes and 3 hours of 
treatment 

On the third day of observation, seed treatment with 0.1%, 1% and 5% 
concentrations accelerated kernel germination compared to the control. In the 
lower concentrations of 0.1%, 1% of EM preparation, a longer time of seed tre-
atment is needed, while at the concentration of 5% the most seeds germinated 
after treatment in 1 hour. 
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On the seventh day, 95% wheat emergence was observed after seed treat-
ment with 0.1%, 1% EM solution for 3 hours and 5% EM solution for 1 hour. 

On the seventh day of observation the control germinated 90% which 
indicates that treating seeds with 0.1%, 1% EM solution at 3 hours and with 5% 
EM solution at 1 hour accelerates the increase in germination intensity and in-
creases the number of germinated kernels. 

Siqueira (1993) showed significant differences in germination percen-
tage of EM treated pea, beet, bell pepper, tomato, cucumber, maize, carrot, bean 
and burdock grains. The application of EM increased the germination capacity 
of the seeds and accelerated their growth. 

Faltyn and Miszkieło (2008) observed that the best emergence dyna-
mics was after application of a standard dose of EM. Increasing the concentra-
tion of this mixture from 1.5 l to 3 l caused a decrease in the percentage of ger-
minated kernels both in the initial and final germination period. Comparing the 
control treatment with water alone to the standard dose of EM-A, the percentage 
of germinated kernels was 10 percentage points lower. 

Watering the kernels with 0.5% and 1% solutions of EM Naturally Ac-
tive will result in a higher number of germinated kernels compared to the con-
trol. Watering with a 5% solution of EM Naturally Active will result in the 
same number of germinated kernels as the control. Watering with a 15% and 
30% solution of EM Naturally Active reduced the number of germinated ker-
nels compared to the control, while a 50% solution of EM Naturally Active 
inhibited the germination and development of the kernels. 

 
Fig. 4. Graph showing summary of spring wheat emergence dynamics measurements 
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On the third day of the experiment, 80% of the kernels irrigated with 
a 1% solution of EM Naturally Active germinating the fastest, while a slightly 
lower number of kernel emergence was observed in test sample 12 in which 75% 
of the kernels irrigated with a 0.5% solution of EM Naturally Active germinated. 

On the seventh day of observation, the highest intensity of wheat emer-
gence was 95%, which was watered with EM 0.5% solution, in relation to the 
control in which 85% of kernels germinated. 

On the seventh day of observation the test sample 13 in which the gra-
ins were watered with 1% solution of EM Naturally Active showed a higher 
number of germinated grains than the control with 90% of germinated grains. 
On the seventh day of observation, the lowest intensity of wheat emergence was 
0.1%, which was watered with 30% EM solution, and complete absence of ker-
nel emergence was observed when watered with 50% EM Natural Active solu-
tion. The application of 50% EM Naturally Active solution concentration for 
watering was found to be too high, causing lack of germinated grains. 

On the seventh day of the experiment, watering the kernels with a 0.5% 
EM solution will result in the sprouting of 95% of the kernels and the identical 
effects can be obtained by dressing the grains for 3 hours with 0.1% and 1% 
EM solutions. Treatment of seeds with 0.1% and 1% EM for 3 hours will cause 
faster germination already on the 3rd day of the experiment, at the level of 85%, 
while by watering with a 0.5% EM solution on the 3rd day of the experiment, 
the emergence is lower and amounts to 75% of the germinated seeds. Dressing 
the grain with 5% EM solution for 1 hour will result in 95% of germinated 
grains on the seventh day of observation, and watering with a 5% EM solution 
will result in 10% less sprouted grains on the seventh day of observation. 

A study, which was conducted by Wolnej-Maruwki et al. (2010), says 
that the application of EM reduces the amount of mold fungi in the substrate, 
thus affecting the growth of healthy seedlings. According to Szydłowska and 
Małuszyńska (2011), seed treatment with a preparation containing Effective 
Microorganisms reduced the number of dead seeds and the number of abnormal 
seedlings formed as a result of pathogen infection.  

Nowakowska (2005) found that seed dressing of sugar beet with Effec-
tive Microorganisms effectively reduces the death of seedlings. The research 
conducted by Janas and Grzesik (2006) indicates that the presowing treatment 
of seeds with Effective Microorganisms increased the number of germinated 
seeds of species with low germination capacity, such as marjoram, sage, dill, 
echinacea, coriander. 
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4. Conclusions 
1. Presented results of dish experiments clearly show that the application of 

the EM preparation for seed dressing at an appropriate concentration of the 
preparation and time of dressing causes an acceleration of germination and 
increases the number of germinated kernels.  

2. Watering the seeds with 0.5% and 1% solutions of EM Naturally Active 
increased the dynamics of seed germination as compared to the control, 
while too high concentration of the preparation caused lack of seed germi-
nation. 

3. The conducted research indicates that the addition of Effective Microor-
ganisms to soil is advisable and worth recommending. 
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Abstract: The paper presents statistical analysis of measurement results of 
electrical parameters for photovoltaic modules installed in stationary and dual-
axis configurations. The parameters which were taken into account included: 
coefficient of variation, skewness and standard deviation. Also a correlation was 
determined between independent variables such as insolation, sunshine duration, 
cloudiness, ambient temperature and atmospheric pressure, and the dependent 
variable in the form of the daily electricity from photovoltaic conversion. In order 
to determine the repeatability of electricity waveforms occurring between summer 
months as well as between summer and winter months, the non-parametric 
U Mann-Whitney test was used. In order to analyse the repeatability of daily peak 
hours in which the highest value of the hourly electricity production is observed, 
the non-parametric Kruskal-Wallis test was used. The tested systems were 
connected to the power grid and operated independently. Test stands consisting of 
polycrystalline photovoltaic modules, single-phase on-grid inverters, irradiance 
sensors and a temperature recorder, were located on the building rooftop of the 
Faculty of Control Robotics and Electrical Engineering of the Poznan University 
of Technology in Poland (Central Poland, 52°24.4152′N, 16°55.7958′E) at the 
height of 30 metres above the ground level. A significant increase in the 
production of electricity using the PV module spatial positioning system was 
demonstrated in relation to modules based on the year-round modified design. 
Keywords: tracking PV system, photovoltaic conversion, energy gain,  
spatial optimization, statistical analysis 
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1. Introduction 
Functionally, electricity is the most beneficial form of energy which can be used 
and converted into other forms of energy both in all kinds of business units and 
in the existential sphere (in private life). Worldwide, electricity demand is con-
stantly increasing. Conventional energy sources have a definitely negative effect 
on the environment. For this reason, the constantly growing interest of research-
ers and users is focused on unconventional thermal and electrical energy 
sources. As far as thermal energy is concerned, solar collectors are in use. Their 
geometrical characteristics and the scope of diagnostics are presented, among 
other things, in publications (Kuczynski et al. 2021, Znaczko et al. 2021). On 
the other hand, in the area of electricity sources, wind turbines, PV plants and 
their hybrid systems play the leading role. 

In the majority of their activities in the economic sphere and in every-
day life, people act in such a way as to achieve optimal results of their undertak-
ings. Such conduct can be observed, for instance, in the optimisation of logistic 
processes (Hanczar et al. 2017, Izdebski 2014, Izdebski & Jacyna 2018, Jacyna 
et al. 2018, Karkula & Stryhunivska 2017, Kostrzewski 2017, Kostrzewski 
2017a, Woźniak et al. 2016), storage (Duda et al. 2019, Jacyna et al. 2016), 
travel (Chamier-Gliszczynski 2011c, Chamier-Gliszczynski 2017), waste recy-
cling (Chamier-Gliszczynski & Krzyzynski 2005, Chamier-Gliszczyński 2010, 
Chamier-Gliszczyński 2011, Chamier-Gliszczyński 2011a, Chamier-
Gliszczyński 2011b, Merkisz-Guranowska 2010, Merkisz-Guranowska 2012, 
Merkisz-Guranowska 2018, Wędrychowicz et al. 2019). Also, all elements of 
the power supply systems are subject to optimisation analyses. Various criteria 
are adopted for this optimisation. These can include the minimisation of the 
consumption of raw materials (investment costs) or electricity (operational 
costs), maximisation of profits or generation capacity (Woźniak et al. 2017), 
reduction in the process implementation time, (Bednarek et al. 2009, Kasprzyk 
et al. 2010, Kasprzyk et al. 2017, Nowak et al. 2015, Tomczewski et al. 2018, 
Jajczyk et al. 2008, Jajczyk 2016), and occupational safety issues (Gabrye-
lewicz et al. 2018). In the light of the current climatic crisis (global warming), 
ecological issues are extremely important objectives and criteria for optimal 
human activities. All activities which bring positive effects in this respect de-
serve special attention. 

This paper deals with the issues related to the conversion of solar ener-
gy into electricity. The subject of analysis concerns photovoltaic systems for 
electricity production: the stationary system (with the unchangeable, possibly 
most beneficial positioning) and the tracking system (with the dual-axis control 
system for the position of panels in relation to the incident sunlight). 

 



696 Artur Bugała et al. 
 

In view of the stochastic nature of electricity generation by such types 
of systems, the issue which has drawn particular attention of the authors is sta-
tistical analysis of electrical and non-electrical parameters related to their opera-
tion and generating capacities. Owing to the properly prepared results of meas-
urements and calculations regarding these systems (which take into account 
their random nature and use appropriately selected statistical techniques), it is 
possible to make relatively reliable estimations as to the energy gain, which can 
be obtained as a result of conversion of the stationary system into the tracking 
system. Such considerations are very important as the possibility of obtaining 
energy efficiency improvements in PV systems is always the expected outcome 
of any scientific-technical activities.  

2. Current status of the problem 
In an era of global climate warming, any action aimed at limiting the occurrence 
of this disastrous state for the Earth is extremely valuable. One of such envi-
ronmentally friendly measures is to generate electricity by means of renewable 
sources. The work of many scientific-research centres is focused on applying 
unconventional, new ideas, as well as increasing the energy efficiency of the 
existing technical solutions for green energy sources, i.e. ultimately achieving 
the highest possible energy gains from these technologies. With these objectives 
in mind, a wind resource assessment (WRA) was performed around high-rise 
buildings in realistic urbanised areas, in order to investigate the feasibility of 
installing wind turbines in relation to the urban wind energy generation. The 
results of this wind resource assessment suggest an effective strategy of wind 
turbine installations in order to implement the potential of urban wind energy in 
a realistic, compact urban area of high-rise buildings (European Commision 
2020). It has been demonstrated that economic analysis of electricity supply 
systems for buildings and industry should include a detailed feasibility study, as 
well as the prospect of life cycle of electricity generation facilities. Electricity 
demand of the facility under consideration was assessed by means of pre-design 
modelling and simulation, and suitable configurations of the system were identi-
fied taking into account the costs of its life cycle. The potential for using photo-
voltaic (PV) panels as wall claddings was investigated in order to achieve the 
most advantageous energy management (both for electrical and thermal rea-
sons) in commercial facilities (Dobrzycki et al. 2020). The subject of verifica-
tion was also whether the presence of PV modules had a noticeable effect on 
heat transfer by the external building wall, on which the system was located. 
Owing to these measures, an improvement in the thermal performance of the 
building wall (by increasing the thermal resistance of the wall) and reduction in 
the consumption of gas to heat the facility are both achieved (this is also related 
to a reduction in carbon dioxide emissions into the atmosphere), while generat-
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ing electricity in the PV system for internal needs of the factory. The use of 
photovoltaic roof tiles that integrate PV cells with the roof cover was taken into 
account (Kurz et al. 2019). Energy balance of the systems investigated (the PV 
tile and the entire roof) was presented, and on this basis, changes in the tem-
perature of the PV cells of the tile, operating under different environmental 
conditions, were determined. Thermal and electrical parameters of these sys-
tems were identified. 

In many centres around the world, scientists have been working on op-
timising generation of electricity from wind, i.e. by means of wind turbines. In 
order to ensure the correct operation of the power system and reliability of elec-
tricity supplies from generation systems, whose output power varies in time and 
additionally has a stochastic character, solutions are proposed to improve relia-
bility indicators of electricity supply from such sources as wind farms, through 
their cooperation with a kinetic energy storage. This ensures the achievement of 
partial stabilisation of their output power. Optimisation of the wind farm-energy 
storage system, operating in a specific geographical location, is carried out. 
Algorithms are developed to minimise the unit discounted cost of electricity 
generation in systems containing a wind farm and a kinetic-type storage 
(Tomczewski et al. 2019). Research is carried out into the aerodynamic proper-
ties of horizontal axis wind turbines in static and dynamic flow deflection con-
ditions, which may significantly affect the aerodynamic properties of the tur-
bines (Bugała et al. 2020). More and more perfect fault monitoring systems are 
developed to ensure the highest possible reliability of operation of these power 
generation systems and to avoid their unplanned shutdowns and electricity 
blackouts. Stochastic dynamic analyses of offshore wind turbine structures are 
carried out to evaluate the safety and reliability of their structures, the efficient 
design of their support structures is implemented, and the control of the energy 
produced by a floating offshore wind turbine disturbed by sea waves is consid-
ered in detail (Malhotra 2007). Furthermore, this study focuses on investigating 
the aerodynamics and motion characteristics of the floating vertical axis wind 
turbine (VAWT), whereby the wind turbine is of the H-type, and the floating 
foundation has a truss structure. Also, analyses of energy efficiency of vertical 
axis (two-rotor) wind turbines, used in household electrical micro-installations 
in areas with less advantageous wind conditions are carried out. (Bugała et al. 
2020). The introduction of simple and cheap wind turbine designs (vertical-axis 
hybrid turbines) in spaces with less favourable climatic conditions would allow 
for the achievement of the technical and economic justification for their wide-
spread use in most areas throughout the country. 

Technologies of photovoltaic panel production are also subject to inten-
sive modifications. The search is on for innovative solar cell designs as an alter-
native to standard silicone solar cells. One such alternative design is the hetero-
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junction solar device with a carbon/silicone nanotube (CNT/Si), in which a new 
organic material is added as an intermediate layer between the CNT film and 
the silicone surface (Markosea et al. 2020). Special multi-junction solar cells are 
being developed, which results in the achievement of higher efficiencies of 
these energy conversion components. Newer and newer chemical additives are 
incorporated into photo-active layers of cells, which results in the improvement 
of the overall photovoltaic efficiency of such energy sources (Wei 2010). Tech-
niques of mechanical final panel treatment are being upgraded (e.g. the introduc-
tion of the ultrasonic vibratory treatment of the perovskite substrate). A variety of 
maximum power point tracking control algorithms are being investigated for reli-
ability (Nelatury 2013, Ramos-Hernanz et al. 2020). Algorithms for the detection 
of various anomalies in PV systems are being developed, including sub-optimal 
orientation, daytime shading, sunrise/sunset, short and prolonged daytime zero 
and low maximum power production. The impact of shading on the operation of 
PV installations is being considered and statistical methods for assessment of 
the performance of systems operating under such conditions are being devel-
oped (Trzmiel et al. 2020). The interaction between photovoltaic panels and 
their associated converters is being improved. Possibilities of the most benefi-
cial interoperation of photovoltaic systems with energy storages (super capaci-
tors, batteries) and power grid are analysed in order to achieve the best energy 
management (Ciccarelli et al. 2018, Fahmi et al. 2015, Jajczyk et al. 2019, Ja-
jczyk et al. 2020). There are also discussions regarding the profitability of in-
vestments in solar photovoltaics in the light of the national laws on renewable 
energy sources being introduced.  

Large-scale research is being conducted on the optimisation of opera-
tion of hybrid renewable electricity generation systems that consist of wind 
turbine units and photovoltaic panels. Maps of territorial locations are being 
created in different regions of the world, where both wind and sun have great 
potential for energy generation. Various correlations of photovoltaic systems 
and wind turbines are being implemented in order to achieve the highest energy 
gains from an appropriately selected structure of these electricity sources in the 
given location. Different types of mechanical designs are being developed, the 
task of which is to direct and improve the intensity of air flow into wind tur-
bines in order to increase the rotational efficiency and energy production (par-
ticularly in areas characterised by low wind speed) and, at the same time, to use 
this air motion for cooling the photovoltaic installations to improve their energy 
efficiency and limit excessive penetration of thermal (solar) radiation into build-
ing premises, where these installations are being set up.  

The improvement of the energy efficiency of photovoltaic sources can 
be further achieved by applying tracking systems that allow photovoltaic panels 
to be continuously repositioned in relation to the Sun in order to achieve the 
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largest possible energy gain from the installed generation infrastructure (Awas-
thi et al. 2020, Roth et al. 2004, Rubio et al. 2007).  

The presented literature review shows unambiguously that the interest 
in various areas of use of green energy sources is very vivid, gains more and 
more significance, and brings huge benefits pro-climate activities.  

This paper presents the study of photovoltaic energy generation sys-
tems, i.e. the stationary and analogue ones, equipped with a tracking system that 
controls the most beneficial positioning of panels in relation to the sun. The 
results of measurements are of stochastic nature definitely. When repeated mul-
tiple times, they give different results because of the unique weather conditions 
currently existing at the given time. In the comparative analyses of these sys-
tems in terms of energy gain – resulting from the use of the tracking system that 
controls the changes in positions of panels that convert solar energy into elec-
tricity – in order to achieve representative results which provide the possibility 
of their practical use, the statistical processing of measurement results has been 
introduced.  

3. Measurement results 
The measurements were conducted on a test stand that consisted of 220 W pol-
ycrystalline photovoltaic modules, Enecsys 240 W single-phase on-grid invert-
ers, LB-900 irradiance sensors and the PT-100 temperature recorder.  

The inverters used in the maximum power point tracking system use the 
Perturbation and Observation method P&O. In the P&0 method, the operating 
voltage of the PV generator is disturbed by a small increase in dUPV, as a conse-
quence there is a change in power dPPV. If the increase in power occurs, changes 
in operating voltage in the same direction should be continued. Otherwise, the 
direction of voltage increase should be changed. 

Diagram of operation of P&O method implemented in microinverter is 
presented in Figure 1. 

The photovoltaic modules were installed in a location with geographical 
coordinates 52°24′24″N, 16°55′47″E and were set at an optimum tilt angle to-
wards the Sun, determined as a result of using an active two-axis tracking sys-
tem controlled by an astronomical clock, with an additional position correction 
system operated by means of photo-optical sensors. In addition to this, the PV 
module identical in terms of electrical parameters was installed in a stationary 
system at a constant tilt angle (in the annual cycle). The comparison of the rec-
orded measurement results from these two systems makes it possible to deter-
mine the percentage energy gain resulting from a change in the spatial orienta-
tion of this solar energy converter into electricity. Figure 2 presents the produc-
tion of electricity for a selected month from the entire study period (June 2017 
-May 2018) for the tracking and stationary systems.  
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Fig. 1. Diagram of operation of P&O method (Pt – power at a given moment t,  
Pt-1 – power at a previous moment t-1) 

 

 
Fig. 2. Monthly production of electricity by the photovoltaic module in the stationary 
and tracking systems, August 2017 

 
Figures 3 and 4 present results of measurements of irradiance and inso-

lation for photovoltaic modules for a selected month of the year. 
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4. Statistical analysis of measurement results 
The following results of measurements were subjected to statistical analysis: 
electricity (treated as a response variable), as well as irradiance, insolation, sun-
shine duration, cloudiness, air temperature, day length, atmospheric pressure 
(assumed as explanatory variables), recorded in the period between June 2017 
and May 2018. Because of the association of the electricity variable, which is 
analysed in detail, with more than one explanatory variable, in order to present 
the mutual relationship between the variables, the multiple regressionmodel is 
used.It allows for analysis of the relationship between the response variable and 
the set of other predictors.The general form of the regression model is described 
by the following relationship: 

 0 1 1 2 2ˆ ... n nx x x x           (1) 

where: 
xn – the n-th independent variable in the model,  
β – model parameters describing the effect of the given variable  
on the dependent variable,  
ε – random component. 
 

A 123-element sample from the whole measurement period was used to 
estimate the β parameters. Production of electricity from photovoltaic conver-
sion, considering the four explanatory variables occurring with the highest rank, 
is described by equation (2): 

 

 𝑥ො = 0.13 ⋅ 𝑛 + 28.64 ⋅ 𝑢 + 35.90 ⋅ 𝑧 − 9.69 ⋅ 𝑡 + 108.40 (2) 

where:  
n – insolation,  
u – sunshine duration,  
z – cloudiness,  
t – maximum air temperature. 
 

Pearson’s correlation coefficient rx,y between the variables used in the 
regression model has been calculated on the basis of relationship (3) and the 
results have been presented in Table 1. 
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where:  
Sx, Sy – standard deviation of variable x and y,  
N – size of the population. 
 
Table 1. Correlations between variables used in the regression model determined with 
the Statistica software 

Variable 
Correlation analysis 

Insolation Skycloud Temperature Number of 
sunny hours Electricenergy 

Insolation 1.000000 0.650988 0.510682 0.924923 0.966914 
Skycloud 0.650988 1.000000 0.424817 0.652897 0.678909 

Temperature 0.510682 0.424817 1.000000 0.566304 0.442228 
Number of 
sunny hours 0.924923 0.652897 0.566304 1.000000 0.924317 

Electricenergy 0.966914 0.678909 0.442228 0.924317 1.000000 
 
Statistical analysis allows for the indication of potentially excessive var-

iables in the regression model. This is evidenced by the low tolerance value  
(1 - r2) for the analysed variables (Table 2). Variables with a tolerance below 
0.1 participate in the creation of the model, which may turn out to be statistical-
ly useless. This provides grounds for exclusion of variables that contribute to 
the increase of the standard estimation error of the regression model. The low 
value of the tolerance determined for such variables as insolation and sunshine 
duration and the high value of the coefficient of determination r2 may be due to 
the strong correlation between them. Due to the fact that the results of the de-
termined correlation between the explanatory variables and between the ex-
plained variable, in selected cases, assume close values, the accuracy of the 
results was increased. 
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Table 2. Tolerance values determined for independent variables in the regression model 

Variable 
Redundancy of independent variables 

Tolerance R2 value Partial correlation Semi-partial  
correlation 

Insolation 0.140189 0.859811 0.784536 0.276389 
Skycloud 0.553175 0.446825 0.267678 0.060690 

Temperature 0.671802 0.328198 -0.387213 -0.091745 
Number of sunny hours 0.129874 0.870126 0.383443 0.090696 

 
For additional verification of the correlation between the independent 

variables (such as insolation, sunshine duration and cloudiness) and the depend-
ent variable, correlation diagrams were created as shown in Figure 5. 

 

 
Fig. 5. Three-dimensional scatter plot for the dependent variable “electricity” [Wh] and 
the independent variables “insolation” [Wh/m2], “sunshine duration” [h] and 
dimensionless“sky cloudiness” 

 
In order to additionally check the correctness of the created model, 

a normality residual plot of the developed model was made (Fig. 6). It revealed 
the presence of few influential observations distorting the regression model. 
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Fig. 6. Normality of residuals in the regression model for all analysed samples 

 
Based on analysis of the temporal distribution of values of recorded 

electricity coming from photovoltaic conversion in the case of modules charac-
terised by stationary installation as well as installation in the variable position 
system, it possible to indicate days with an almost symmetrical waveform of 
this electrical value in relation to midday hours, and days characterised by 
strong irregularities. The skewness coefficient was used as a measure of asym-
metry while in order to assess the homogeneity of the daily waveform of elec-
tricity produced, the value of the coefficient of variation was calculated. The 
values of parameters were determined on the basis of sunshine hours and for the 
entire measuring day. The skewness coefficient was determined by the follow-
ing relationship: 

 o
S

x MA
S


  (4) 

where:  
x  – mean value,  
Mo – median,  
S – standard deviation. 
 

Skewness is a measure of asymmetry of distribution in relation to the 
normal distribution, treated as the symmetrical one. For the symmetrical distri-
bution, the value of this parameter is equal to zero. The higher is the value of 

Nanda 
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the skewness coefficient, the higher is the asymmetry in relation to the mean 
value. The asymmetry coefficient equal to zero indicates the symmetry of dis-
tribution of the variable – a positive value means the right-sided asymmetry, 
while a negative value means the left-sided asymmetry. A positive value of 
skewness was obtained for the analysed data, which means a distribution with 
a slight asymmetry extending towards positive values. For a group of days of 
the summer month, it is close to zero, indicating an almost symmetrical distri-
bution. For the winter months, with a strongly random distribution of the solar 
radiation power density, an increase in the asymmetry coefficient is observed 
both for the photovoltaic module in the tracking configuration and the stationary 
configuration. The highest values of this parameter, exceeding 2, are observed 
for winter months (Table 3). 

Coefficient of variation v is the quotient of variation of a given parame-
ter around the mean population value (standard deviation of a population) to the 
determined mean value. The range of variability of this dispersion measure for 
the PV module installed as a stationary system, determined for sunshine hours, 
indicates low and moderate variabilities on the basis of the adopted scale: 

v < 50% – low variability, 
50% < v < 100% – moderate variability, 

v > 100% – high variability. 

The coefficient of variation determined for all hours of the day takes 
significant values, indicating high variability of the electricity parameter, espe-
cially for photovoltaic modules installed in a stationary configuration. 

On the other hand, it is assumed that if the coefficient of variation does 
not exceed 10%, then the characteristics show statistically insignificant varia-
tion. High values of standard variation in relation to the mean value may lead to 
a reduction in the quality of the forecasting model. 

 
Table 3. Results of statistical analysis for selected days of the month of July, December, 
April and January 

Parameter 
12/07/17 03/07/2017 26/07/2017 

Track. 
system 

Fixed 
system 

Track. 
system 

Fixed 
system 

Track. 
system 

Fixed 
system 

Daily average [Wh] 84.63 49.92 74.29 45.75 70.67 44.58 
Average sunshine 

hours [Wh] 135.40 85.57 111.44 78.43 113.07 76.43 

Stand. dev./day [Wh] 76.91 62.19 69.06 57.93 69.08 54.54 
Stand. dev./sunshine 

hours [Wh] 50.89 59.82 54.90 56.48 53.30 51.64 

Skewness/day [-] 0.00 0.84 0.09 0.93 0.19 0.79 
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Table 3. cont. 

Parameter 
12/07/17 03/07/2017 26/07/2017 

Track. 
system 

Fixed 
system 

Track. 
system 

Fixed 
system 

Track. 
system 

Fixed 
system 

Coefficient  
of variation/day [-] 0.91 1.25 0.93 1.27 0.98 1.22 

Coefficient of varia-
tion/sunshine hours [-] 0.38 0.70 0.49 0.72 0.47 0.68 

 18/12/2017 11/12/2017 29/12/2017 
Daily average [Wh] 0.79 1.25 9.29 6.83 6.83 4.79 
Average sunshine  

hours [Wh] 4.75 6.00 37.17 27.33 23.43 16.43 

Stand. dev./day [Wh] 1.98 2.70 22.71 15.21 14.07 9.70 
Stand. dev./sunshine 

hours [Wh] 2.17 2.53 32.05 19.10 17.04 11.45 

Skewness/day [-] 2.72 2.28 2.93 2.70 2.33 2.23 
Coefficient  

of variation/day [-] 2.50 2.16 2.44 2.23 2.06 2.02 

Coefficient of varia-
tion/sunshine hours [-] 0.46 0.42 0.86 0.70 0.73 0.70 

 11/04/2018 25/04/2018 02/04/2018 
Daily average [Wh] 37.29 23.29 55.42 40.21 55.54 41.58 
Average sunshine  

hours [Wh] 63.93 46.58 95.00 74.23 111.08 83.17 

Stand. dev./day [Wh] 49.01 30.95 69.14 55.76 69.60 59.00 
Stand. dev./sunshine 

hours [Wh] 49.13 28.81 66.59 56.69 59.31 59.19 

Skewness/day [-] 1.34 0.99 0.74 1.04 0.85 1.17 
Coefficient  

of variation/day [-] 1.31 1.33 1.25 1.39 1.25 1.42 

Coefficient of varia-
tion/sunshine hours [-] 0.77 0.62 0.70 0.76 0.53 0.71 

 18/01/2018 08/01/2018 15/01/2018 
Daily average [Wh] 1.29 1.71 1.42 1.75 11.71 8.46 

Average sunshine hours 
[Wh] 6.20 8.20 8.50 7.00 46.83 29.00 

Stand. dev./day [Wh] 3.21 3.52 3.58 3.92 22.58 17.06 
Stand. dev./sunshine 

hours [Wh] 4.35 2.48 4.09 4.97 19.84 20.05 

Skewness/day [-] 3.06 1.94 2.88 2.59 1.71 2.12 
Coefficient  

of variation/day [-] 2.48 2.06 2.53 2.24 1.93 2.02 

Coefficient of varia-
tion/sunshine hours [-] 0.70 0.30 0.48 0.71 0.42 0.69 
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In order to determine the repeatability of waveforms of electricity ob-
tained from photovoltaic conversion, occurring between summer months as well 
as between summer and winter months, the non-parametric U Mann-Whitney 
test, which consists of the comparison of two independent groups (months of 
the year), was used. In this case, the normal distribution of quantitative varia-
bles and equivalence of groups are not required. The fulfilment of the last con-
dition in the analysed cases is difficult due to a different number of days of the 
respective months of the year. In addition to this, the non-parametric method 
used is suitable for small populations where the variables are measured on the 
quantitative, ordinal or dichotomous scale. The starting point was the formula-
tion of null (H0) and alternative (H1) research hypotheses: 
 H0: distribution of mean observation ranks in analysed groups (months of 

the year) does not differ significantly, 
 H1: there are significant differences in distributions of variables in both 

groups (months of the year).  
 
Observations with an equal value in the created ordered series have 

been assigned ranks – also the tied ranks. If the probability parameter p takes 
a value that is lower than the assumed significance level α = 0.05 there are justi-
fied grounds to reject the null hypothesis H0 and accept the alternative hypothe-
sis H1. Detailed results of the U Mann-Whitney test for the months of June, 
July, August, December and January are presented in Table 4. 

The determined value of the test probability p indicates that when com-
paring summer and winter months with each other (June-January, July-
December), the assumed significance level α assumes higher values. For this 
reason, there are grounds to reject the null hypothesis and accept the alternative 
hypothesis, according to which there are significant differences in monthly dis-
tributions of production of electricity from photovoltaic conversion for both-
periods using systems for the positioning of photovoltaic modules. In the case 
of summer months (June-July, June-August), there are no grounds to reject the 
null hypothesis. The lack of statistically significant differences was also demon-
strated for the two winter months – December 2017 and January 2018. 

In order to analyse the repeatability of daily peak hours, in which the 
highest value of the hourly production of electricity from the whole day is ob-
served, appropriate 60-minute daily periods were indicated for each day of the 
analysed month of May, June, July and August 2017/2018. The comparison of 
four independent groups was made using the non-parametric Kruskal-Wallis 
test, which is an extension of the U Manna-Whitney test. None of these two 
tests require the fulfilment of many conditions characteristic of parametric tests. 
Statistical significance of the Kruskal-Wallis test points to differences between 
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the tested groups. The starting point was the formulation of zero (H0) and alter-
native (H1) research hypotheses: 
 H0: distribution of mean ranks in analysed groups (months of the year) does 

not differ significantly, 
 H1: there are significant differences between groups in the repeatability of 

peak hours. 
 

Table 4. Results of the U Mann-Whitney test, including the correction of continuity for 
the months of June, July, August, December, January 2017 and 2018 
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Results of the U Mann-Whitney test, July 2017 & December 2017 
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Electric 
Energy 1239 714 218 3.6886 0.0002 3.7029 0.0002 31 31 

Results of the U Mann-Whitney test, June 2017 & January 2018 
Electric 
Energy 1367 524 28 6.2970 0.00 6.2989 0.00 30 31 

Results of the U Mann-Whitney test, June 2017 & July 2017 
Electric 
Energy 950 941 454 -0.1515 0.8796 -0.1515 0.8796 31 30 

Results of the U Mann-Whitney test, June 2017 & August 2017 
Electric 
Energy 1008 882.5 386.5 1.1252 0.2605 1.1253 0.2605 30 31 

Results of the U Mann-Whitney test, December 2017 & January 2018 
Electric 
Energy 860.5 1092.5 364.5 -1.6261 0.1039 -1.6542 0.0981 31 31 

 
The value of p = 0.3279 determined by means of the Statistica software 

is higher than the assumed significance level α = 0.05. Thus, there are no 
grounds to reject the null hypothesis which assumes the lack of significant dif-
ferences in the occurrence of peak hours for the analysed months of the year. 
The differences are, therefore, statistically insignificant. 

The additional U Mann-Whitney test, however, confirmed the occur-
rence of significant differences between peak hours (mean observation ranks) 
for summer and winter months with the assumed significance level of α = 0.05. 
Test results for the selected pair of months are presented in Table 5. 
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Table 5. Results of the U Mann-Whitney test which confirm the significance of 
differences between the peak hours of the months of June 2017 and January 2018 
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Peak 
hour 354 207 54 -2.1626 0.0306 -2.1874 0.0287 24 13 

 
Table 6 presents the percentage energy gain resulting from the use of 

the dual-axis positioning of the photovoltaic module in relation to the stationary 
system. 

 
Table 6. Percentage gain resulting from the content of electrical energy produced by the 
dual-axis tracking system in the period between 07.2017 and 05.2018 

Month 07.17 08.17 09.17 10.17 11.17 12.17 01.18 02.18 03.18 04.18 05.18 
Energy gain 

[%] 51.5 45.51 35.12 35.61 27.25 32.31 22.62 34.44 39.21 33.32 52.42 

5. Summary 
The determined statistical parameters, including the asymmetry coefficient and 
coefficient of variation, may indicate that the daily distribution of electricity 
production for a representative 123-day measuring period, differs from the nor-
mal distribution. Additionally, the extension of the analysis to include days of 
winter months results in the increase in the standard error of electricity estima-
tion using the determined regression model, and the further distortion of the 
shape of the actual distribution in relation to the normal distribution. This may 
be due to a strong correlation of electricity values with the insolation level (Ta-
ble 1), which varies for the winter period and the pre-winter months. For this 
reason, it is necessary to consider the appropriateness of dividing the available 
measuring data into characteristic periods and using separate forecasting models 
for them. 

Both the quantitative and qualitative comparative analysis of the month-
ly production of electricity from photovoltaic conversion shows less variability 
of its waveforms for the summer months. The main parameter in the presented 
analysis is the coefficient of variation, understood as the ratio of the standard 
deviation to the arithmetic mean. Its value varies from 0.36 to 0.51 for the 
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months of June to August. This is almost 5 times lower than the results obtained 
for December and more than 3 times lower in the case of January the following 
year. The value of the coefficient of variation exceeding 0.6 indicates that 
a significant percentage of the mean value is its standard variation. The distribu-
tion of the values of the measure and is heterogeneous, therefore, the arithmetic 
mean should not be the main statistical measure. However, using only the value 
of the standard variation in comparative analysis may turn out to be insufficient 
because of significant differences in the average monthly value of electricity 
production for extreme months of the measuring year. 
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1. Introduction 
Recycling secondary waste in Polish enterprises begins with the extraction of me-
tallic waste of various types, after which, it is then separated. No company in 
Poland has yet developed a complete waste stream processing technology, i.e., 
a waste stream with more specific dimensions, density and chemical composition, 
etc; it is mainly copper scrap together with PCB scrap – printed circuit board 
scrap- as well as alkaline batteries. It is assumed that from one tonne of printed 
circuit boards – with one piece weighing approximately 150 g – it is possible to 
recover approximately 27 g of metals, such as, gold, copper and palladium 
(Woynarowska & Żukowski 2009). One tonne of processed alkaline batteries 
contains from 26% to 65% of steel in the form of a shield, from 4% to 10% of 
electrolyte in the form of potassium hydroxide, from 20% to 35% of manganese 
powder, from 20% to 35% of zinc oxide and trace amounts of carbon. The aver-
age recovery of these metals by Polish companies is 70-75%. The problem with 
today's processing of waste scrap, in terms of environmental protection, is the 
processing capacity of installations in Poland, which theoretically amounts to 
12 million tonnes, of which 20% of enterprises do not have an address, which 
raises doubts as to their actual storage and operation. 

The recycling industry is one of the most innovative branches of the econ-
omy. In less than 10 years, the extraction of raw materials from landfills will 
become an important business field, as the content of elements such as copper 
and gold, in waste, is higher than that for extracted ore (Burzyńska 2018). 

2. The importance of recycling in waste management 
In managing materials, raw materials and recycled materials are becoming ever more 
important. A clear upward trend can be observed in the recovery of materials. Due to 
ever increasing improvement in waste sorting systems and to a consistent policy fa-
vouring its use, the "return rate" of materials can, in some cases, be as high as 75%. 
The use of waste, that is, the recovery of secondary raw materials, both from produc-
tion processes and from purchasing, is becoming increasingly important for ecologi-
cal and economic reasons, related to the protection of the natural environment in the 
limiting of greenhouse gas emissions (Jacyna et al. 2018) and water pollution, as well 
as limiting the energy consumption of production (Woźniak et al. 2017a, Woźniak et 
al. 2017b); this entails an increase in the use of waste being a source of cheap and 
environmentally-friendly raw materials. 

This applies, inter alia, to scrap steel and waste, along with non-ferrous 
metals, such as copper, aluminium, lead, zinc and tin. Extracting metals from 
waste materials is less energy intensive than from primary sources. End-of-life 
vehicles (Chamier-Gliszczyński 2010, Kosacka-Olejnik 2019, Merkisz-
Guranowska 2018), waste batteries (Dobrzycki et al. 2019), waste electrical and 
electronic equipment and municipal waste enable the recovery of metals to a large 
extent (GUS 2016). 
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Table 1. Trade in recyclable waste in commercial units in 2016-2017 (Institute for 
Research on Market Economy 2017) 

Waste Year 
 Revenue 

Total From own activities Purchase Import 
 in tonnes  

Steel and 
cast iron 

2016 4373166 223083 4103038 47046 
2017 4564604 288082 4167234 109288 

Copper  
2016 238519 43957 141003 53559 
2017 218449 7258 167151 44040 

Lead, zinc 
and tin 

2016 32224 1353 27417 3454 
2017 27741 1220 23164 3357 

Alumin-
ium 

2016 273130 3184 241881 28065 
2017 272121 3394 229216 39511 

 
Customer expectations towards green-technology (Kanalikova et al. 

2019, Marczewska et al. 2020), recycling companies are constantly growing, es-
pecially in the context of supporting the implementation of sustainable develop-
ment goals (Zajac at al. 2020), including the implementation of the principles of 
the circular economy. The primary goal of companies is to maximise the recy-
cling of production waste, which can be achieved through sorting-at-source, effi-
cient internal logistics (Straka et al. 2020, Zajac et al. 2017) and transportation 
and above all, increasing the number of fractions that can be recycled. Effective 
recycling is also an important element of an increasingly important model of an 
innovative approach to business, which is the circular economy (Chamier-Glis-
zczynski & Krzyzynski 2005, Czwajda et al. 2019). The European Union is also 
working towards a circular economy. It is an idea that will significantly support 
enterprises in reducing the over-exploitation of raw materials and reduce envi-
ronmental pollution (Gabryelewicz et al. 2020). Recycling materials from used 
products and reusing them is one way to save natural resources and, at the same 
time, meet the growing demand for these raw materials (Chamier-Gliszczyński 
2011a, Chamier-Gliszczyński 2011b). In order to improve the recovery of mate-
rials from used cars, Directive 2000/53/EC (Chamier-Gliszczyński 2011) and Di-
rective 2002/96/EC introduced minimum levels of recovery and minimum levels 
of re-use and recycling (Table 2). 
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Table 2. Target values of recovery and recycling rates for individual product categories 
(Institute for Research on Market Economy 2017) 

Item Product category Recycling in % Recovery in % 
1 Large household appliances 75 80 
2 Vending machines 75 80 
3 IT and telecommunications equipment 65 75 
4 Consumer devices 65 75 
5 Small household appliances 50 70 
6 Lighting equipment 50 70 
7 Electrical and electronic instruments 50 70 
8 Toys, recreation and sports equipment 50 70 
9 Instruments for surveillance and control 50 70 

10 Gas discharge lamps 80   
 
The recycling of copper and aluminium reduces the exploitation of these 

rare and valuable raw materials and also minimises the amount of waste produced 
during ore extraction. The re-use of plastic reduces the consumption of crude oil 
and avoids many years of storage in landfills. Thanks to the recovery of materials, 
water is a valuable resource. Recycling aluminium uses half as much water as 
when produced from primary raw materials (Duan et al. 2009). In addition, metals 
that end up in waters and soils pose a significant threat to the natural environment, 
through inappropriate management (Gabryelewicz et al. 2018). The recovery and 
re-use of copper and aluminium reduces the possibility of their leakage into the 
environment. The recycling process uses much less energy than the extraction of 
natural resources and also reduces carbon dioxide emissions (Reconomy 2017). 

3. Recycling enterprises in Poland 
In Poland, information on the management of the WEEE is published by the Chief 
Inspectorate of Environmental Protection in annual reports. It follows, from the 
reports, that in 2017, in total, more than 518.9 thousand tonnes of WEEE were 
introduced into the territory of Poland (Główny Inspektorat Ochrony Środowiska, 
2018). The collection rate was 34.7%, which amounted to 4.1 kg of waste equip-
ment per capita. The average for one EU citizen is around 15 kg. According to 
the Chief Inspectorate of Environmental Protection, there are 16,001 enterprises 
or organisations dealing with electronic waste in Poland; these are divided into 
collection companies, waste processing companies and companies involved in 
the recovery process, but there is no single comprehensive company dealing with 
processing, from start to finish. A very small number of companies – some 180, 
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process about 905 thousand tonnes of waste. Comparing the data on the capacity 
and quantity of processed or recycled materials, it is clear that there are pro-
cessing capacities, but these are used to a small extent only. This is due to the 
existing downturn in the metals market and the growing shadow economy. Ana-
lysing the market data, it is possible to confirm the assessment existing in J. Haus-
ner's (Hausner 2017) report that the Polish WEEE recycling market is in the de-
velopment and early growth phase, but is still very fragmented. None of the legal 
instruments used in Poland so far, e.g. a ban on depositing certain fractions of 
waste in landfills, changes in waste management at various levels of administra-
tion, introducing additional powers for municipalities and obligations for entre-
preneurs, have brought any tangible environmental effect nor have they caused 
a dynamic development of the market. Pathologies in the WEEE system were 
also described in the PwC report of 2014, "Irregularities in the WEEE manage-
ment system in Poland"(Narodowy Fundusz Ochrony Środowiska, 2015), which 
shows that as much as 40% of officially processed e-waste is only "paper recy-
cling". This is evidenced, inter alia, by the heaps of unprocessed waste equipment 
lying around, in some processing plants.  

The presented analysis of the amount of available scrap and the number 
of companies dealing with the collection and processing thereof, shows that at 
least 2.5 thousand potential recipients are registered in Poland. These are compa-
nies that are already active in the field of scrap processing and metal recovery. 
The largest enterprises in the copper scrap processing market in Poland can be 
mentioned here: 
1. KGHM Polska Miedź S.A. – a national enterprise in the extraction and pro-

duction of copper. In recent years, the Company has been expanding its plant 
in Legnica to include a scrap ironworks, producing about 65 thousand tonnes 
of copper from scrap annually and extends further activities in this regard 
through the combustible construction of a waste treatment centre. 

2. KGHM METRACO – the largest company in Poland and central Europe en-
gaged in the purchase, processing, recovery and trade in copper scrap. It is the 
main supplier of scrap metal to KGHM Polska Miedź S.A. and is one of the 
largest exporters of copper scrap. 

3. OLMET – one of the largest companies in southern Poland dealing with the 
purchase and processing of scrap metal, including scrap copper. 

4. Złomex S.A. – the largest company in Małopolska (Lesser Poland Region) 
engaged in the purchase and recycling of scrap metal. 

In 2016, 140 million tonnes of waste were generated in Poland, 8% of 
which was municipal waste (12 million tonnes). The main sources of waste were: 
mining and quarrying (approximately 52% of the total amount of generated 
waste), industrial processing (21%) and electricity generation and supply (16%). 
In the last decade, the largest share in the amount of waste generated was waste 
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generated during the exploration, extraction and the physical and chemical pro-
cessing of ores and other minerals (56% in 2016) and waste from thermal pro-
cesses (22%). Of the total amount of waste generated in 2016, 49% of waste was 
recovered, 42% was disposed of as landfill and 4% was disposed of by other 
means. The basic method of handling municipal waste in Poland was getting rid 
of it as landfill. 

In 2016, 37% of the total quantity was earmarked for storage, that is, 4.3 
million tonnes while 28% - some 3.2 million tonnes of waste – was recycled.  

19%, 2.3 million tonnes, was thermally disposed of in incineration plants 
and 16%, 1.9 million tonnes, of municipal waste was biologically processed 
(Kulczycka & Karaś, 2016).  

In 2016, a total of 233 million tonnes of waste electrical and electronic 
equipment was collected in Poland, including 224 million tonnes from households. 

The largest amount of waste equipment was collected in the group con-
sisting of large-sized household appliances – 50% of the total weight of the equip-
ment collected, ICT and telecommunications equipment (14%) as well as con-
sumer equipment and photovoltaic panels (9%). 

In 2016, batteries and accumulators with a total weight of 131 thousand 
tonnes were placed on the market in Poland, including portable batteries and ac-
cumulators, approximately, 13,000 tonnes (10%) of car batteries and accumula-
tors approximately 95,000 tonnes (72%) and industrial batteries and accumula-
tors approximately 24,000 tonnes (18%) (Jajczyk et al. 2020). As was the case 
the year before, in 2016, it was not possible to reach the level of collection of 
used batteries and portable batteries specified for Poland. The level obtained was 
39% against the required 45% (Raport GUS 2017). 

According to the report entitled Countering the Illegal Trade of WEEE, 
only 35% of the WEEE produced (Huisman et al. 2015) is officially registered in 
EU countries. The report for individual EU countries shows that: 
1. In the EU-28 countries, as well as in Norway and Switzerland, the total amount 

of WEEE generated was 9.45 million tonnes in 2012; 
2. Only 35% (3.3 million tonnes) of WEEE were registered in official reports as 

having been collected and recycled. The remaining 65% (6.15 million tonnes) 
were recycled under conditions inconsistent with EU requirements, including 
2.2 million tonnes of WEEE which had been mixed with other scrap, 1.5 mil-
lion tonnes of which were exported, including 1.3 million tonnes which con-
stituted non-documented WEEE exports and used EEE with only 0.2 mln 
tonnes constituting official exports. 750 thousand tonnes were thrown away 
with municipal waste with an additional 750 thousand tonnes of WEEE having 
had their valuable parts removed by collecting companies but not recorded, as 
such, in the statistics and 950 thousand tonnes having been managed contrary 
to the regulations, e.g. thrown into forests; 
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3. In the case of illegal exports, it was indicated that 30% of WEEE was marked 
as equipment intended for re-use or repair and not for storage; 

4. It has been estimated that 4.65 million tonnes of waste is not properly managed 
or is illegally sold on the European market. This applies in particular to the 
trade in defective WEEE, from which parts, containing valuable metals are 
most often removed. In the international waste shipments register, the mass of 
waste exported and unprocessed in Polish enterprises in 2014/2015 amounted 
to a total of 778,960 kg; in 2013 this was 115,647 kg. The destination country 
for the export of used metallic waste was Finland. By 2022, the value of me-
tallic waste in the world is expected to grow from $ 66 billion to $ 400 billion 
and the amount of waste per capita is expected to be about 19 kg. 

 
This exponential increase in waste is mainly due to the fact that the aver-

age lifetime of electronic equipment does not exceed 4 years. The environmental 
management system promoted as being compliant with the requirements of 
EMAS and ISO 14001, based on the PDCA cycle model, encourages entrepre-
neurs to identify environmental problems and plan appropriate actions, in order 
to limit the negative impact on the export of this waste. 

4. Innovative approach to recycling in Poland 
Since 2019, Polish recycling plants have been applying an innovative approach 
to the processing of scrap through the innovative use of metallurgical equipment 
and aggregates, using newly developed metallurgical refiners, as well as using 
innovative separation methods. An innovative approach to the recovery of Cu and 
precious metals from low-copper, WEEE and PCB scrap, assumes the production 
of a metallic phase during processing, the main component of which will be cop-
per, as a solvent for precious metals. This will reduce the loss of precious metals 
during the "fusion" of scrap, containing Au, Ag, to the metallic phase. The use of 
this innovative approach at the scrap melting stage, will allow the loss of precious 
metals, throughout the cycle, to be curtailed, because gold, silver and other pre-
cious metals will follow copper, thus avoiding losses in further technological  
operations. 

Most scrap recycling companies and plants are limited to a very narrow 
scope of work which consists in obtaining a commercial product through a mini-
mum amount of work and involvement in the processing of a given type of scrap. 
The effect of this approach is to extract a just large enough useful fraction of 
valuable metal from the entire mass of waste that can be easily sold. In such 
a procedure, the remaining part of the waste, often containing, for example, plas-
tics, is not managed (Yazici & Daveci 2009). This results in the generation of 
processed waste, which is very difficult to be managed further and which, in many 
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cases, ends up as landfill. However, this procedure does not contribute to the im-
provement of the recycling rate of scrap metal in Poland, nor to environmental 
protection. This procedure is mainly brought about by a lack of knowledge regard-
ing the methods of processing polymetallic waste, including PCBs, which in many 
cases causes scrap processing plants to focus solely on mechanical separation. 

Mechanical methods are an alternative technology for the recovery of 
precious metals. These technologies are various combinations of comminution 
and separation processes, using differences in shape, colour and the physical 
properties of the comminuted materials. There is a view (Havlik et al. 2010) that 
the process of shredding PCB waste causes losses of precious metals, which, due 
to the form in which they occur (contacts, wires, ceramic components in multi-
layer capacitors), pass into the dust fractions. Mechanical impacts on compo-
nents rich in precious metals result in the formation of small-sized particles that 
pass into the dust fractions or, thanks to the adhesion phenomenon, settle on the 
elements of other fractions. In order to counteract the loss of precious metals, 
there is the manual removal of elements with a high content of precious metals. 
The manual disassembly of PCBs, however, requires knowledge of the board 
structure and incurring the costs of manual work. 

Another method for recovering precious metals from PCBs is to convert 
the precious metals into a char by pyrolysis. The purpose of pyrolysis is to get rid 
of organic compounds and concentrate the material into copper and accompany-
ing metals. The material, after pyrolysis, is dark and brittle; it is easy to distin-
guish the metallic components in it by their characteristic metallic gloss. The 
char, along with lead, is then melted with refining salts (NaNO3, NaOH, NaCl), 
in order to maintain the appropriate proportions. The char is then crushed in a vi-
brating mill and the dark matrix, after grinding, is removed by a set of sieves 
placed on a vibrating machine, thanks to which the remaining metallic part re-
mains on the sieves (Fig. 1). 

Many companies, despite a willingness to develop a method for the com-
plete processing and management of scrap metal, are not able to take up such 
a challenge. The way forward, for such companies to acquire appropriate 
knowledge and the appropriate tools, is the transfer of ready-made, technological 
and technical solutions by purchasing a ready, complete technological line. There 
are many innovative projects in Poland that respond to such market demands. For 
many plants, it will be easy to access "know how" in the field of processing 
polymetallic scrap waste, including PCBs, by purchasing a complete solution in 
the form of a ready technological line. 
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Fig. 1. Macro-photography of material rich in Cu and precious metals 

 
The Polish recycling industry, which recovers metallic fractions from 

printed circuit boards, does not specify any so-called "waste stream", which is 
a stream with more clearly defined dimensions, density and chemical composi-
tion. Typically, this is done in such a way that all PCBs, consisting of about 70% 
plastic, are subjected to the pyrolysis process. The pyrolysis process of PCBs 
should take place at a temperature of 780°C, while the non-uniform composition 
of PCBs causes that the process takes place at a much higher temperature, i.e., 
1,100°C, so much higher than it should. Therefore, on the one hand, solutions are 
sought to effectively separate materials from metals while, on the other hand, 
solutions are sought in order to define a specific waste stream, from which non-
ferrous metals can be selectively recovered and then standardize it. Therefore, 
the authors of this article have attempted to solve the research problem by remov-
ing elements rich in non-ferrous metals from the surface of the scrap and catego-
rising them by type, shape and size, as detailed in the article. 
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4.1. Innovative processing methods on the example of PCBs 
One of the few methods of metal recovery is the process of stripping elements 
rich in non-ferrous metals from the scrap surface. This process is most often used 
in printed circuit boards, the main components of which are shown in Fig. 2. 
Plastic, which has been recycled using combined methods, i.e. stripping methods 
in which the electronic working groups are removed from the PCB surface, is 
then sent to be segregated (Figs. 3, 4) (Lee & Lee 2012). 

The results of the innovative processing of printed circuit boards intro-
duced, indicate that it is possible to recycle non-ferrous metals, especially copper, 
tin and other accompanying metals (Ag, Au, Pb) (Zhang & Xu 2016) from PCBs 
by removing EGR from the PCB surface, using combined methods, e.g. a grind-
stone, sandpaper or CNC machine tools. On the one hand, this is an effective 
recycling method because it separates metals from plastics and thus minimises 
the emission of harmful substances in the pyrolysis process. On the other hand, it 
is quite a tedious process lasting from two to even several hours, depending on 
the method in which the material is processed (Biswajit et al. 2018). The proposed 
method of innovation is an alternative to recycling using pyrolysis methods and 
combined methods of separation and pyrolysis. It is postulated that the proposed 
method can be applied to the recycling process already in use at the time. 
 

 
Fig. 2. Identification of the elements present in the isolated PCB 
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Fig. 3. PCB processing using three combined methods 

 

 
Fig. 4. Disassembled electronic workgroups categorised by type, shape and size 

 
According to a study carried out by PBS, on behalf of Stena Recycling, 

(Stena Recycling Innovating, 2016) in January 2016, more than 75% of compa-
nies are willing to use uncomplicated methods in order to remove metallic mate-
rials and thus increase recycling levels. Sustainable waste management is gaining 
importance in the European Union. Environmental requirements are growing and 

a) PCB before treatment b) PCB after first treatment 

front back fiont back 
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steps are being taken to introduce a circular economy; environmental awareness 
is also growing. All this has a direct impact on the activities of companies in 
Poland and on introducing innovations to enterprises. Entrepreneurs have begun 
to combine the efficiency of waste management with responsibility and they at-
tach ever more importance to both aspects. According to the above-mentioned 
study, measurable benefits of this approach are noticed by medium-sized and 
large companies, both from the industrial and from the manufacturing and service 
sectors. Therefore, it is important that recycling companies adopt the following 
scheme for conducting an innovative recycling process (Fig. 5). 

 

 
Fig. 5. A sample scheme of waste material flow which enterprises should use in their 
plants 

 
Waste storage is the most problematic of issues for both medium and 

large enterprises. The challenges that medium and large enterprises anticipate in 
the area of waste management, in their industries, in the coming years include, 
inter alia, adjusting production to reduce the amount of waste generated (32%) 
and applying new technologies to improve waste management (28%), as well as 
materials with controlled biodegradability (Jachowicz at al. 2017). As goals or 
priorities for the coming years relate to waste management, medium-sized com-
panies most often indicate cost optimisation (50% of responses), improvement of 
waste management logistics (31%) and an increase in recycling levels (30%). 
Large companies, in turn, emphasise, first of all, the improvement of waste man-
agement logistics and an increase in the level of recycling (42% of responses 
each) and further cost optimisation (32%) (Stena Recycling 2016). 
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5. Summary 
The most important goals that recycling companies set themselves for the coming 
years include cost optimisation for medium-sized enterprises and improvement 
in waste management logistics along with increases in recycling levels for large 
enterprises. In accordance with applicable regulations, the required level of waste 
recycling is systematically increasing, thus prompting companies to introduce 
new processing methods, optimise waste management processes and design prod-
ucts in such a way that recycling them is possible to the highest degree. The ele-
ments of the waste management process, which are currently the biggest problem 
for medium-sized enterprises, are: 
a. waste storage, 
b. segregation, 
c. waste management logistics, 
d. contact with many operators, 
e. inovative waste processing. 

 
Increasing requirements, vis-à-vis the environment and the steps taken to 

introduce a circular economy, have a direct impact on the increase in new tech-
niques and in innovation in Polish recycling companies. 
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Abstract: The purpose of this study was to estimate the water needs of grapevines 
in central Poland in 1981-2010. Water needs were calculated by the plant 
coefficients, which were assumed according to the Doorenbos and Pruitt method. 
Reference evapotranspiration was assessed by the Blaney-Criddle’s equation, 
modified for Polish conditions. Rainfall deficit with the occurrence probability of 
normal, medium dry and very dry years was determined by the Ostromęcki’s 
method. Water needs of grapevines during the growing season was 434 mm. 
Upward time trend in the water needs both in the periods May-October and June-
August was estimated. Temporal variability in the water needs was significant for 
most of the provinces. The rainfall deficit was recorded with the occurrence 
probability of normal as well as medium or very dry years in the entire study area. 
Due to climate changes, vineyards will require irrigation in the near future. This 
research significantly broadens and refines the knowledge about the water needs 
of grapevines in central Poland, which will allow the design of resource-efficient 
irrigation programs for grapevines in the studied region of Poland. 
Keywords: climate changes, evapotranspiration, irrigation, precipitation, rainfall deficit 
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1. Introduction 
The tradition of viticulture in Poland dates back to the Middle Ages. Nowadays, 
the largest number of vineyards in Poland is located in the south-eastern, south-
western and southern provinces of the country, where are the most favourable 
climatic conditions for viticulture (Bokwa & Klimek 2009, Kopeć 2009, 
Myśliwiec 2013, Adamczewska-Sowińska et al. 2016). However, many new 
vineyards are also created in eastern and central Poland, despite the fact that 
there are much less satisfactory climatic environments for viticulture 
(Adamczewska-Sowińska et al. 2016, Koźmiński & Michalska 2001). The de-
velopment of new vineyards in Poland is the effect of people's enrichment and 
changes in consumer preferences, as well the increase of ecological agro-
tourism, including oeno-tourism activities. A large rise in interest in viticulture 
in Poland is also the result of the great progress in breeding program aimed to 
obtain new cultivars with low susceptibility to fungal diseases and frost dam-
age, as well the gradual warming of the climate (Szymanowski & Smaza 2007, 
Kopeć 2009, Łabędzki 2009a, Łabędzki 2009b, Lisek 2011, Kapłan 2013, 
Myśliwiec 2013, Bąk & Łabędzki 2014, Pink 2015, Rolbiecki & Piszczek 2016). 

Orchard plantations in central Poland are exposed to the largest deficit of 
atmospheric precipitation in the growing season (Rojek 2006, Rzekanowski 
2009). According to Rzekanowski (2009) in the case of fruit plants, the highest 
water deficit occur in the great valleys area, i.e. the central Poland, while more 
favourable water conditions are in the southern and northern region of the coun-
try. The most important factors that limiting the development of vineyards in 
central Poland is minimum winter temperature (-30°C occurring at least once in 
10 years), as well spring and autumn frosts (Lisek 2008). The sum of active tem-
peratures (SAT) above 10°C is considered to be the most important climatic crite-
rion, which is particularly useful for assessing the conditions of viticulture 
(Myśliwiec 2006, Lisek 2008, Grabowski & Kopytowski 2009). In the last few 
decades climate change that is favourable for viticulture has been observed in 
Poland. As reported Lisek (2008), in central Poland in the years 1981-2000 the 
average SAT was almost 2500°C, while in 2003 the SAT was over 2700°C, and 
in 2006 the SAT was up to 2900°C. For comparison, the SAT in the north-eastern 
Poland is about 2200°C, in the highlands of central Poland 2600°C and 2700°C in 
the south-west and west part of the country (Myśliwiec 2006, Grabowski & 
Kopytowski 2009). According to Lisek (2008), as the result of climate change, 
especially due to the increase in temperature in the period from May 1 to Septem-
ber 30, viticulture in central Poland is today much more effective than twenty 
years ago. On the one hand, due to climate warming, the subsequent phenological 
stages of the plant development occur earlier, what increases the quality of fruit of 
the grapevines. On the other hand, an increase in the average summer (May-
September) temperature of 1°C rises the water needs of grapevines by 50 mm of 
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annual precipitation, assuming that at least 50% of annual precipitation occurs 
during the growing season (Słowik 1973, Dzieżyc 1988). 

The purpose of the present study was to calculate the water needs of 
grapevine plants grown in central Poland. The results of the research will help 
to develop a program of resource-efficient irrigation of vineyards in central 
provinces of the country. 

2. Materials and methods 
In the present study, as a measure of water needs of grapevine (Vitis vinifera L.) 
was a crop evapotranspiration (Łabędzki et al. 1996). The water needs of grape-
vines were determined by the plant coefficients method. The reference evapo-
transpiration was calculated by the Blaney-Criddle’s equation that was modified 
for Polish conditions (Żakowicz 2010, Rolbiecki 2018). The plant coefficients 
for grapevines (adjusted to the reference evapotranspiration that was considered 
by the Blaney-Criddle’s method) were assumed according to Doorenbos and 
Pruitt (1977). It was supposed that vineyards are in the stage of full develop-
ment, and the soil in the middle of the growing season is covered with plants at 
the level of 40-50%. It was also assumed that the grapevines are grown in the 
region with cold winter and severe spring, and autumn frosts; the first leaves 
appear in early May, while the harvest begins in mid-September. 

The water needs of the grapevines were calculated on the basis of 
measurement data collected from five meteorological stations located in Byd-
goszcz, Warszawa, Poznań and Łódź, which were representative for considered 
provinces situated in central Poland: Kuyavian-Pomeranian Province (K-P), 
Masovian Province (M), Greater Poland Province (G-P) and Lodz Province (L), 
respectively (Fig. 1). The calculations were carried out for the groving period of 
grapevines in Poland, considered from May 1 to October 31 in the years 1981-
2010 (Doorenbos and Pruitt 1977, Rolbiecki 2018). 

The precipitation deficit with the occurrence probability of the normal 
(N50%), medium dry (N25%) and very dry years (N10%) was determined for the 
six-month of intensive development of vines (May-October) by the Ostromęc-
ki’s method (Żakowicz & Hewelke 1995, Żakowicz & Hewelke 2009). 

Among the studied provinces, in each month of the growing period, the 
lowest standard deviation of the grapevines water needs, which is a measure of 
the diversity of monthly sums of the water requirements, was estimated in the 
Masovian Province (Table 1). During the vegetation period, the highest standard 
deviation of the water needs, ranged from 7.0 to 8.0 mm depending on the prov-
ince, was noted in July and the lowest standard deviation of the water needs, 
ranged from 3.0 to 3.4 mm depending on the province, was assessed in May. 
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 Fig. 1. Provinces of central Poland 
 

Table 1. Characteristics of the water requirements of grapevine plants 

Characteristic Province Months of the growing season 
May Jun Jul Aug Sep Oct 

Minimum 
(mm) 

K-P 39 80 103 91 50 19 
M 41 79 100 91 52 21 

G-P 37 76 98 90 50 20 
L 38 75 96 88 49 19 

Maximum 
(mm) 

K-P 55 96 133 115 70 33 
M 54 93 132 119 68 34 

G-P 52 93 133 114 86 35 
L 52 90 127 115 67 35 

Median 
(mm) 

K-P 48 88 116 104 60 27 
M 48 88 114 103 59 27 

G-P 47 83 112 102 59 27 
L 45 83 110 101 57 27 

Standard  
deviation 

(mm) 

K-P 3.4 4.1 7.4 5.3 4.5 4.0 
M 3.0 4.1 7.0 4.7 4.2 3.6 

G-P 3.3 4.8 8.0 5.3 6.7 3.8 
L 3.1 4.2 7.6 5.0 4.7 3.9 

Variability 
coefficient 

(%) 

K-P 6.9 4.7 6.4 5.0 7.6 15.1 
M 6.4 4.7 6.1 4.6 7.1 13.2 

G-P 7.1 5.6 7.2 5.2 11.3 13.8 
L 6.8 5.0 6.9 4.9 8.2 14.6 

K-P – Kuyavian-Pomeranian Province; M – Masovian Province; G-P – Greater 
Poland Province; L – Lodz Province 

Kuyavian— 
Pomeranian 

Province 

Masovian Province 
Greater Poland 

Province 

Lodz Province 
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3. Results 
The average water needs of grapevine plants during the vegetation period, i.e., 
from May 1 to October 31, in 1981-2010, in central Poland were 434 mm (Fig. 
2a). The highest daily water needs of grapevines (over 3.64 mm) were calculat-
ed in July (Fig. 2b). A little lower values of daily water needs (3.31 mm) were 
estimated in August, as well in June (2.84 mm). The lowest water requirements 
were assessed in May (1.51 mm) and in October (0.87 mm). 
 

 
Fig. 2. Water needs (determined by the crop evapotranspiration) of grapevines in central 
Poland during the period of May-October (V-X) in the years 1981-2010 presented as the 
sum curve (a) and daily values in the particular months (b) 

 
The highest water needs of grapevine plants in central Poland, in 1981-

2010, both in the growing season (from May 1 to October 31) and during the 
period of increasing water needs by plants (from June 1 to August 31) occurred 
in the Kuyavian-Pomeranian and Masovian provinces (Fig. 3 a, b). In the above 
mentioned provinces, the value of crop evapotranspiration was 440 mm in the 
growing season and 307 mm (K-P), and 306 mm (M) in the period of increasing 
water needs by plants. The lowest water needs of grapevines, 423 mm in May-
October and 293 mm in June-August, were noted in the Lodz Province. 

In the studied thirty-year period, in each considered province of central 
Poland, was observed a visible tendency to increase the water needs of the 
grapevine plants both in the growing season (May-October), and during the 
period of increasing water needs by plants (June-August), as well as in the 
month with the highest water needs, i.e. in July (Table 2). 

With the except of the Kuyavian-Pomeranian Province, a significant 
temporal variability in the grapevine water needs was noted in the entire studied 
area. The temporal variability in grapevine water needs during the growing sea-
son (May-October) indicate that in 1981-2010 the water requirements increased 
in each decade from 11.2 mm in Greater Poland Province to 4.1 mm in Kuyavi-
an-Pomeranian Province. In June-August, during the period of increasing water 
needs by plants, the crop evapotranspiration rose in each following decade from 
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8.4 mm in Greater Poland Province to 4.2 mm in Kuyavian-Pomeranian Prov-
ince. In July, the month when the water needs of the grapevines are the highest, 
the crop evapotranspiration increased in the range from 3.7 mm in Greater Po-
land Province to 2.0 mm in Kuyavian-Pomeranian Province. 

 

 
Fig. 3. Water needs (determined by the crop evapotranspiration) of grapevines and the 
average precipitation in the growing season (a) and in the period of increasing water 
needs by plants (b) in the considered provinces of central Poland (K-P – Kuyavian-
Pomeranian, M – Masovian, G-P – Greater Poland and L – Lodz) 

 
Table 2. Time trend equations of the grapevines water needs in the years 1981-2010 

Period 
Provinces 

Kuyavian-
Pomeranian Masovian Greater Poland Lodz 

Linear correlation coefficient (r) 
May-October 0.260 n.s. 0.473*** 0.552*** 0.421*** 
June-August 0.299 n.s. 0.521*** 0.520*** 0.476*** 

July 0.237 n.s. 0.422** 0.398** 0.409** 
Tendency of water needs (mm decade-1) 

May-October 4.1 6.9 11.2 6.6 
June-August 4.2 6.8 8.4 6.8 

July 2.0 3.4 3.7 3.6 
n.s. – not significant; *** – significant at p ≤ 0.01; ** – significant at p = 0.05 

 
The highest rainfall deficit in the studied six-month period of the inten-

sive development of grapevines (from May 1 to October 31) with the occurrence 
probability of the normal years (N50%) and medium dry years (N25%) was noted in 
the Kuyavian-Pomeranian Province and amounted to 132 mm and 258 mm, re-
spectively (Table 3). The highest rainfall deficit with the occurrence probability 
of the very dry years (N10%) were found in the Masovian Province (370 mm). In 
the three-month period (June-August), during the increasing of water needs by 
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plants, the highest rainfall deficit in the normal years (N50%) and medium dry 
years (N25%) were observed in the Kuyavian-Pomeranian Province (117 mm and 
200 mm, respectively) and the highest rainfall deficit in the very dry years 
(N10%) was noted in the Masovian Province (302 mm). In July, the rainfall defi-
cits N50%, N25% and N10% were evenly balanced. Generally, with the exception of 
the very dry years (N10%) the lowest rainfall deficit in the normal years (N50%) 
and medium dry years (N25%) was found in the Lodz Province. 

4. Discussion 
In Poland, atmospheric precipitations are the primary source of water for viti-
culture (Myśliwiec 2013). In areas suitable for the grapevines cultivation the 
annual precipitation ranged between 500 and 800 mm (Myśliwiec 2013, 
Adamczewska-Sowińska et al. 2016). Rzekanowski (2009), studying the water 
deficit during the growing season in Poland, on the basis of data from 27 mete-
orological stations, stated that the highest water deficit in the fruit plants culti-
vation occurs in central Poland. More favourable water conditions Rzekanowski 
(2009) noted in the southern and northern region of the country. Rolbiecki and 
Rzekanowski (1997), Rzekanowski and Rolbiecki (2000a, 2000b), Rolbiecki et 
al. (2002a, 2002b), Stachowski and Markiewicz (2011) observed also the high-
est need for irrigation supplementing atmospheric precipitation just in central 
Poland. A clearly negative effect of drought periods on the yielding of grape-
vine plants grown in Poland was published by Treder and Pacholak (2006). The 
water deficit occurring during the drought period contribute to the weak growth 
of shoots and fruits, drying of shoots growing from the buds in the corners of 
leafstalks and yellowing of leaves (Myśliwiec 2013). Consequently, the vine-
yards located in central Poland should be irrigated, especially during the periods 
of drought. Drip irrigation of the grapevine plantings in Poland was recom-
mended previously by Treder and Pacholak (2006), and Myśliwiec (2013). 

In general, in many countries and around the world the irrigation is 
a common cultivation treatment in vineyards (Ruiz-Sanchez et al. 2010). Much 
research work highlights the beneficial effects of micro-irrigation, including 
deficit irrigation, on the development and yielding of grapevines (Yunusa et al. 
2000, Yunusa et al. 2005, 2007, Burg 2008, Intrigliolo & Castel 2008, Aceve-
do-Opazoa et al. 2010, Chaves et al. 2010, Ruiz-Sanchez et al. 2010, Intrigliolo 
et al. 2012, Nolz et al. 2016, Nolz & Loiskandl 2017). In the studies carried out 
in Spain, comparing to the rain-fed treatment, all applied irrigation methods 
increased the yield of grapevine fruit, even by 58% (Intrigliolo et al. 2012). 
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Table 3. Rainfall deficit (mm) in grapevines cultivation in central Poland 

Probability of rainfall 
deficit occurrence 

Provinces 
Kuyavian-

Pomeranian Masovian Greater 
Poland Lodz 

May-October 
N50% = normal years 132 104 122 98 

N25% = medium dry years 258 250 256 218 
N10% = very dry years 335 370 305 309 

June-August 
N50% = normal years 117 95 104 88 

N25% = medium dry years 200 196 190 169 
N10% = very dry years 259 302 219 237 

July 
N50% = normal years 37 38 36 26 

N25% = medium dry years 94 89 83 86 
N10% = very dry years 128 123 100 131 

 
The expected further climate changes may cause an increase in water 

needs of the plants, including also grapevines (Rolbiecki & Piszczek 2016, 
Rolbiecki et al. 2017, Jagosz et al. 2020, Piña-Rey et al. 2020). Therefore, some 
adaptation measures should be taken already today to protect plant crops against 
the effects of rising air temperature. These adaptation activities include the irri-
gation treatments, particularly the resource-efficient drip irrigation systems. The 
results of the research presented in this paper will allow for precise program-
ming of irrigation treatments for vineyards located in central Poland. It was 
found that the water needs of grapevines during the growing season in the study 
area amounted to 434 mm, and this value was not covered by rainfalls. 

In the presented research, the observations of the temporal variability 
analyzed on the basis of the 30-year period showed a significant gradual in-
crease in the water needs of grapevine plants in most of the studied provinces. 
According to Łabędzki (2009a, 2009b), Kuchar and Iwański (2011), Stachowski 
and Markiewicz (2011), Kuchar and Iwański (2013), Łabędzki et al. (2013), and 
Kuchar, et al. (2015, 2017), the importance of the irrigation treatments will 
gradually increase along with the intensification of adverse climate changes. 
Łabędzki (2009a, 2009b) reports that in Poland a temperature will rise in the 
range of 2°C to 4°C. It should be noted that individual scenarios for temperature 
and precipitation changes, developed for Poland in the coming (2020) and fol-
lowing (2050 and 2080) years, differ significantly, especially in the summer 
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months (from June to August). On the one hand, all scenarios, in fact, assume 
an increase in air temperature. It is expected that the average monthly air tem-
perature in July and August may exceed even 25°C. On the other hand, only 
some scenarios predict an increase in precipitation, while others assume a de-
crease in precipitation. This research has shown that in vineyards located in 
central Poland, there is already a significant deficit in precipitation. 

5. Conclusions 
It was found that during the growing season, i.e. from May 1 to October 31, the 
average water needs of grapevines grown in vineyards located in central Poland 
amounted 434 mm and it is not covered by rainfall. Both in the growing season 
and during the period of increasing water needs by plants, i.e. from June 1 to 
August 31, an upward time trend in the water needs of grapevines was noted. 
Except the Kuyavian-Pomeranian Province the significant temporal variability 
in water needs was significant for each provinces. Regardless of the occurrence 
probability of the normal, medium or dry years, the rainfall deficit in the grow-
ing season in grapevine cultivation was recorded in the entire studied area of 
central Poland. The presented research results constitute the basis for designing 
resource-efficient irrigation programs necessary in agricultural and horticultural 
crops in the light of the observed global warming of the climate. 
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Abstract: Climate change, environmental degradation and the introduction of 
increasingly restrictive legal regulations mean that the automotive industry is 
facing tremendous challenges. The paper presents a computer tool that uses the 
results of tests carried out on a chassis dynamometer for a Fiat Panda 1.3 Multijet, 
to simulate driving tests. As a result of the work of a computer tool, the impact on 
CO2 emissions was analysed in the context of CADC – Artemis (Common Artemis 
Driving Cycles) road tests for the following fuels: diesel oil, FAME (Fatty Acid 
Methyl Esters), rapeseed oil and butanol. Mass consumption of fuels and CO2 
emissions were analysed in driving tests for the vehicle in question. The highest 
mass consumption of fuel and carbon dioxide emissions occurred in the case of 
FAME (respectively 2.283 kg and 6.524 kg). 
Keywords: engine, CO2 emission, CADC 

1. Introduction 
Climate change and the deteriorating condition of the natural environment are 
currently the leading problems for the countries of the European Union and the 
world (Fekete et al. 2021, Capros et al. 2018, Jacyna et al. 2018). With the con-
stant development of economic industrialization, it is necessary to introduce an 
appropriate environmental policy so that further technological progress does not 
pose a threat to health and life in developing areas (Tutak et al. 2021). The new 
strategy of the European community, also known as the "European Green 
Deal", is an action plan that aims to make Europe a neutral continent in terms of 
greenhouse gas emissions by 2050, while maintaining a competitive, modern 
and sustainable economy (Gunfaus et al. 2021). The possibilities of implement-
ing the plan are pursued in all economic and social areas, including, to a large 
extent, the transport sector which is currently responsible for about ¼ of green-
house gas emissions (Zhao et al. 2020). By 2050, emissions from transport are 
expected to be reduced by around 90%. For this purpose, integrated and con-
sistent actions are required, through cleaner and healthier solutions that can 
replace current conventional technologies (Olabi et al. 2021, Pyza et al. 2018). 
It is not possible to completely switch to electric mobility, therefore, for internal 
combustion engines, an increase in the share of biofuels and biocomponents that 
can reduce CO2 emissions from these vehicles is expected, in addition to more 
stringent exhaust emission standards (Puricelli et al. 2020, Commission Regula-
tion (EU) No 407/2011, Regulation No 85 of the Economic Commission for 
Europe of the United Nations (UN/ECE), Regulation No 101 of the Economic 
Commission for Europe of the United Nations (UN/ECE)). Further research on 
alternative fuels is therefore recommended, which will be used in the implemen-
tation of the reduction targets set (Javed et al. 2020). 

From the point of view of the development of infrastructure and ser-
vices in the field of transport and mobility, the transport behaviour of urban 
residents and the assessment of mobility in urban areas are also important issues 
(Chamier-Gliszczyński et al. 2016, Chamier-Gliszczyński et al. 2016). 
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This article focuses on vehicles with a compression ignition engine. For 
cars of this type, diesel fuel can be replaced by fatty acid methyl esters, vegeta-
ble oils with appropriate parameters as well as alcohols with properties similar 
to those of conventional fuel. These substances are usually used as additives, 
but some could be self-contained propellants. Fatty acid methyl esters (FAME), 
rapeseed oil and butanol were selected for the analyses carried out in the study. 
FAME fuel is a substance produced from vegetable oils or animal fats in the 
process of trans-esterification of fatty acids (Bemani et al. 2020). Depending on 
the climatic conditions and the crops grown, the basis can be rapeseed oil, e.g. 
in Germany or Poland, sunflower oil, e.g. in Spain or soybean oil, e.g. in the 
United States. Methyl esters have better lubricating properties than diesel oil, 
which extends the life of the engine, and has a more favourable carbon dioxide 
emission balance (Alves-Fortunato et al. 2020). Butanol is also known as butyl 
alcohol – which is an organic chemical compound from the group of alcohols 
(Bharathiraja et al. 2017). On a massive scale, it is obtained from fossil fuels, 
but it can also be obtained by fermentation, e.g. of plant biomass. As a result, it 
supports the EU’s policy of promoting alternative energy sources, whether as an 
additive or a standalone fuel. Its advantage is the possibility of direct applica-
tion without the need for additional actions to modify the properties to make 
them even more similar to conventional fuel. Raw rapeseed oil is mainly used 
for food purposes. It could however, under certain conditions, replace classic 
diesel oil, due to the similarity of some physicochemical characteristics (Mikul-
ski et al. 2020). This would be advantageous as there would be no need to carry 
out costly and energy-consuming technological operations required to transform 
the oil into e.g. esters. 

In order to assess the possibilities of reducing carbon dioxide emissions 
for the indicated alternative fuels, computer simulations were carried out using 
the physicochemical properties of these substances. The simulation was per-
formed according to the CACD (Common Artemis Driving Cycles) test proce-
dure (Sileghem et al. 2014). It is a test procedure carried out on a chassis dyna-
mometer, whose formula was defined as a result of the international research 
project called Artemis. The program improved European methods for estimating 
and inventorying emissions from the transport sector. About 50 participants 
(laboratories, project teams and institutions) from 17 countries took part in the 
project. As a result, a test procedure was obtained that reflects the real movement 
of vehicles in road traffic and thus produces reliable emission results from these 
vehicles. The CADC consists of three main parts: the urban cycle, the extra-urban 
cycle, and the motorway cycle (Common Artemis Driving Cycles 2021). 

As a result of the simulations, the results of fuel consumption and car-
bon dioxide emissions from the vehicle were obtained when running on the 
indicated fuels. However, to assess the functionality of alternative fuels, the 
power, torque and mechanical energy value generated during the test were also 
compared. 
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2. Methodology 
As part of the project, a quantitative model was prepared of specific fuel con-
sumption as a function of rotational speed and torque of a compression ignition 
engine, on the basis of data published by EPA (Environmental Protection Agen-
cy). The publications on which the simulations were based included studies of 
a compression ignition engine (Ambrozik et al. 2012, Ambrozik et al. 2016). 

Then, simulations of the operation of the selected vehicle in driving 
tests were carried out in order to obtain the amount of CO2 emissions and fuel 
demand for the fuels used (diesel oil, FAME, rapeseed oil and butanol). It was 
assumed in the developed model that, at a given simulation point of the engine 
resulting from the instantaneous rotational speed and instantaneous torque for 
various fuels, the efficiency of this engine is the same. 

Table 1 summarizes the basic properties of the fuels used (Kordylewski 
et al. 2008, Baczewski et al. 2008, Gwardiak, et al. 2011, Regulation of the. 
Minister of Economy of 9 October 2015, PN-EN 590+A1:2017-06, PN-EN 
16942+A1:2021-08). 

 
Table 1. Parameters of the fuels used in the research for CADC driving tests 

Parametr Diesel FAME Rapeseed oil Butanol 
Carbon content [%] 86.5 78.0 77.4 64.8 
Hydrogen content [%] 13.4 12.0 11.4 13.5 
Oxygen content [%] 0.0 10.0 11.2 21.6 
Air demand [gair/gfuel] 14.5 12.5 12.5 11.2 
Lower heating value [MJ/kg] 44.0 37.1 37.5 33.0 

 
The parameters of a 2014 Fiat Panda 1.3 Multijet II from  were used to 

develop a simulation model for driving tests under the CADC standard (Fiat 
2021). Table 2 below presents the most important technical parameters of the 
vehicle and the factors necessary to be used in driving tests and programs gen-
erating the required waveforms. The values of the "n/v coefficient" factor for 
individual gears were calculated on the basis of the following dependence: Ratio n/v = nୣ୬୥୧୬ୣ /v୴ୣ୦୧ୡ୪ୣ ሾh/(km · min)ሿ (1) 

where: 
ηengine – measured value of the engine rotational speed [min^-1], 
vvehicle – vehicle speed for the given gear number [km/h]. 
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Table 2. Parameters of the vehicle used in the research for CADC driving tests 

Parameter Description Unit 
Vehicle (MY, Make, Model) Fiat Panda 1.3 Multijet II 16V – 

Equivalent test mass 1170 Kg 
Rated power (declared) 55 kW 

Rated engine speed (declared) 4000 min-1 
Idling engine speed (declared) 800 min-1 
Max vehicle speed(declared) 168 km/h 

Number of gears 5 – 
Ratio n/v_1, gear 1 121.9 h/(km·min) 
Ratio n/v_2, gear 2 64.10 h/(km·min) 
Ratio n/v_3, gear 3 41.32 h/(km·min) 
Ratio n/v_4, gear 4 29.49 h/(km·min) 
Ratio n/v_5, gear 5 21.97 h/(km·min) 

Target Coeff f0 86 N 
Target Coeff f1 0.1694 N/(km/h) 
Target Coeff f2 0.03202 N/(km/h)2 

 
Generating the required waveforms as part of the CADC simulation 

used data which enabled the determination of the characteristics of the maxi-
mum engine power as a function of rotational speed. The characteristic of the 
demand for fuel (diesel oil) as a function of rotational speed and torque was 
determined (Fig. 1). 

 

 
Fig. 1. A fuel consumption (Diesel) as a function of engine rotational speedand engine 
torque 

5000 

Rotation [minA- ]] 50 Torque [Nm] 

0 008 ~ 

0.006 

0 004 

0.002 

„am
v: asm

 



Modelling of CO2 Emissions in Driving Tests… 749
 

The above fuel and engine parameters as well as the course of approval 
tests were input into the simulation model under development, which was used 
to obtain the results of carbon dioxide emission of the analysed vehicle powered 
by various fuels (Fig. 2). 

 

 
Fig. 2. Structure of the simulation model 

 
In the developed computer simulation, the instantaneous values of the 

vehicle speed calculated in m/s and km/h units are available in parallel. 
In module 1, using the instantaneous value of the vehicle speed, the dif-

ferentiating element and the vehicle computational mass, the dynamic force is 
calculated: F஽௬௡  = ௗ௩ௗ௧ 𝑚 ሾNሿ (2) 
where: m – mass of the vehicle [kg]. 
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The values of the rolling resistance forces were calculated from the roll-
ing coefficients assumed for the vehicle using the relationship: Fௌ௧௔  = f0 + f1 ⋅ 𝑣 + f2 ⋅ 𝑣ଶ ሾNሿ  (3) 
where: v – vehicle speed [km/h], f0, f1, f2 – target coefficient (Table 2). 

 
In module II, on the basis of the instantaneous speed of the vehicle and 

the instantaneous values of the "Ratio n/v" coefficients resulting from the gear 
ratio, the instantaneous value of the rotational speed of the gearbox shaft is cal-
culated according to the relation: nୣ୬୥୧୬ୣ  = (Ratio n/v) ⋅ 𝑣 ሾ1/minሿ (4) 
where: v – vehicle speed [km/h], Ratio n/v – coefficient (Table 2). 

 
The instantaneous torque value at the engine crankshaft is then calculated: Tୣ ୬୥୧୬ୣ =  (୊౏౪౗ା୊ీ౯౤)⋅୴ ன౛౤ౝ౟౤౛ ሾN · mሿ  (5) 

where: v – vehicle speed [m/s], ωୣ୬୥୧୬ୣ – instantaneous rotational speed [rad/s]. 
 
In module IV the fuel flux is calculated on the basis of fuel demand 

characteristics (Fig. 1), instantaneous values of engine rotational speed and en-
gine crankshaft torque according to the relation: Fuelሶ ୈ୧ୣୱୣ୪  = Fun(nୣ୬୥୧୬ୣ, Tୣ ୬୥୧୬ୣ) ሾkg/s)ሿ  (6) 
where: nengine – engine rotational speed [1/min], Tୣ ୬୥୧୬ୣ – engine crankshaft torque [N·m]. 

 
In the case of using a fuel other than diesel the instantaneous flux of this 

fuel is calculated according to the relation: Fuelሶ =  Fuelሶ ୈ୧ୣୱୣ୪ େୟ୪ీ౟౛౩౛ౢେୟ୪  ሾkg/s)ሿ  (7) 

where: Calୈ୧ୣୱୣ୪ – calorific value for diesel fuel [J/kg], Cal – calorific value for another fuel [J/kg]. 
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Then, in Module V, the carbon dioxide emission stream is calculated 
according to the relation: COሶ ଶ = 3.664 · Fuel ·ሶ C [kg/s]  (8) 
where: C – mass fraction of carbon in the fuel [kg/kg]. 

 
In the subsequent calculations in this module, the carbon dioxide emis-

sions are calculated on the basis of: COଶ  = COሶ׬ ଶ dt [kg]  (9) 
where: COሶ ଶ – mass flux of carbon dioxide emissions [kg/s]. 

3. Research results and discussion 
The results of independent simulations of the selected Fiat Panda 1.3 Multijet 
vehicle in the applied driving tests with change of fuel (Diesel, FAME, rapeseed 
oil, butanol) are presented below. 

Figures 3-6 show the simulation results for the Fiat Panda 1.3 Multijet ve-
hicle powered by diesel fuel: waveforms of instantaneous vehicle speed values; 
waveforms of the instantaneous values of the rotational speed of the vehicle engine; 
waveforms of the instantaneous values of the torque of the engine of the vehicle; 
waveforms of the instantaneous values of the engine power of the vehicle. 

Figures 7 and 8 show the results of the developed computer simulations 
of the waveforms of instantaneous values of mass streams and the waveforms of 
the instantaneous values of mass consumption. 

Figures 9 and 10 show the results of the developed computer simula-
tions of the waveforms of the instantaneous values of carbon dioxide streams 
and the waveforms of the instantaneous values of carbon dioxide emissions for 
the CADC drive tests for the Fiat Panda 1.3 Multijet vehicle, with the use of 
diesel fuel, FAME, rapeseed oil and butanol. 

Figures 11-13 and Figures 14-16 show the obtained simulation results 
concerning fuel consumption and carbon dioxide emissions with the use of var-
ious types of fuel in the analysed driving tests. 

3.1. Simulation results for CADC tests of vehicle operating parameters 
The figures below (Fig. 3-6) show the results of the developed computer simu-
lations of CADC driving tests (urban, extra-urban and motorway cycles): course 
of instantaneous vehicle speed values; the waveforms of the instantaneous val-
ues of the rotational speed of the vehicle engine; the waveforms of the instanta-
neous values of the torque of the engine of the vehicle; the waveforms of instan-
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taneous values of the engine power of the vehicle. The basis for the develop-
ment of the computer simulations were the results of the driving tests carried 
out on a chassis dynamometer for the Fiat Panda 1.3 Multijet diesel powered 
vehicle. 

 

 
Fig. 3. The waveforms of the instantaneous vehicle speed values obtained from the 
simulation of the CADC drive test including urban, extra-urban and motorway cycles  

 

 
Fig. 4. The waveforms of the instantaneous values of the engine rotational speed 
obtained from the simulation of the CADC drive test including urban, extra-urban  
and motorway cycles  
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Fig. 5. The waveforms of the instantaneous values of the torque of the vehicle engine 
obtained from the simulation of the CADC drive test including urban, extra-urban and 
motorway cycles 

 

 
Fig. 6. The waveforms of the instantaneous values of the power of the vehicle engine 
obtained from the simulation of the CADC drive test including urban, extra-urban and 
motorway cycles  

3.2. Simulation results for CADC fuel consumption tests 
Below are the results of the developed computer simulations of CADC driving 
tests (urban, extra-urban and highway cycles) for the Fiat Panda 1.3 Multijet for 
the fuels used (diesel oil, FAME, rapeseed oil and butanol): the waveforms of 
the instantaneous mass stream values and the waveforms of the instantaneous 
mass consumption values. 
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Fig. 7. The waveforms of the instantaneous values of mass streams [g/s] for selected 
fuels, obtained from the simulation of the CADC drive test including urban, extra-urban 
and motorway cycles 
 

 
Fig. 8. The waveforms of the instantaneous values of mass consumption [kg] for 
selected fuels, obtained from the simulation of the CADC drive test including urban, 
extra-urban and motorway cycles 

3.3. Simulation results for CADC carbon dioxide emission tests 
Figures 9 and 10 show the results of the developed computer simulations of the 
waveforms of the instantaneous values of carbon dioxide streams and the wave-
forms of the instantaneous values of carbon dioxide emissions for CADC driv-
ing tests (urban, extra-urban and motorway cycles) – Fiat Panda 1.3 Multijet 
vehicle, used fuels: diesel oil, FAME, rapeseed oil and butanol. 
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Fig. 9. The waveforms of the instantaneous values of carbon dioxide fluxes for selected 
fuels, obtained from the simulation of the CADC drive test including urban, extra-urban 
and motorway cycles  
 

 
Fig. 10. The waveforms of the instantaneous values of carbon dioxide emissions for 
selected fuels, obtained from the simulation of the CADC drive test including urban, 
extra-urban and motorway cycles 

3.4. Simulation results for CADC carbon dioxide emission tests 
The figures below show a summary of the simulation results for the CADC tests 
of fuel consumption and carbon dioxide emissions. Sample parameters of the 
developed simulations of the CADC test variants are presented in Table 3. 
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Table 3. Summary of the results obtained from various variants of the CADC test: test 
duration, distance, mechanical energy 

Parameter CADC  
full 

CADC 
urban 

CADC 
extra urban 

CADC 
motorway 

Duration [s] 3142 992 1082 1068 
Distance [km] 50.887 4.874 17.275 28.738 

Mechanical energy [MJ] 24.139 1.865 6.156 16.118 

3.4.1. Summary of simulation results for CADC fuel consumption tests 

The figures below (Fig. 10-12) show the results of fuel mass consumption, fuel 
mass consumption per kilometre and fuel mass consumption per 1 MJ for vari-
ous variants of the CADC test. 

 

 
Fig. 11. Summary of fuel mass consumption results for selected fuels, obtained from 
different variants of the CADC test 

 
Based on the test results shown in Figure 11, it can be concluded that in 

the driving test analysed, the highest fuel consumption [kg] was with butanol, 
while the lowest was for Diesel fuel. This is due to the calorific value of these 
fuels. Diesel fuel provides more energy per unit mass than butanol. To meet the 
energy requirements to cover the same distance, more of a lower calorie carrier 
must be provided. The highest consumption of all fuels was for the motorway 
cycle. It is related to the route and duration of this part of the driving test. The 
motorway cycle compared to the urban and extra-urban cycle is over 60% longer. 
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Fig. 12. Summary of the results of mass fuel consumption per 1 kilometre for selected 
fuels, obtained from different variants of the CADC test 

 
The figure above shows the mass fuel consumption per 1 km for each 

part of the driving test. The highest amount fuel is consumed in the test's urban 
cycle (regardless of the type of fuel used). The vehicle does not move at a con-
stant speed, and its dynamic changes significantly contribute to increased fuel 
consumption. The motorway cycle is in second place in terms of fuel economy. 
However, this consumption is clearly lower than in urban cycle. This is related 
to the characteristics of moving a vehicle through a metropolitan area. 

 

 
Fig. 13. Summary of the results of fuel mass consumption per 1 MJ for selected fuels, 
obtained from different variants of the CADC test 
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From the perspective of mass fuel consumption per 1 MJ of energy, 
most fuel is consumed in the urban cycle. The fuel whose consumption is the 
highest is butanol, which results from its physical and chemical properties. 

3.4.2. Summary of simulation results for CADC carbon dioxide emission tests 

The figures below (Figure 13-15) show the results of carbon dioxide emissions 
for selected fuels, obtained from different variants of the CADC test. 

 
Fig. 14. Carbon dioxide emission results for selected fuels, obtained from different 
variants of the CADC test 

 
As with mass fuel consumption carbon dioxide emissions also proved to 

be highest for the motorway cycle (Fig. 14). This is due to the largest mass con-
sumption of energy carriers due to the largest distance travelled. In this figure, 
no reference to kilometres driven (as in Figure 15) is included, so that, emis-
sions are determined directly by the amount of fuel conversion. 

The consideration of the specificity of moving the vehicle in the urban 
cycle is well shown in Figure 15. Considering the number of kilometers driven 
in a given driving cycle test, CO2 emissions will be highest for the urban cycle, 
followed by the motorway cycle. 
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Fig. 15. Summary of the results of carbon dioxide emissions per kilometer for selected 
fuels, obtained from different variants of the CADC test 

 

 
Fig. 16. Summary of the results of carbon dioxide emission per 1 MJ for selected fuels, 
obtained from different variants of the CADC test 

 
On the basis of Figure 16 it can be stated that in the whole test, the 

highest CO2 emission from 1 MJ of energy was characteristic for FAME fuel, 
while the lowest for butanol and diesel fuel. It should be noted that the differ-
ences in emission values are not significant. The fuels used in the analysis differ 
in the content of carbon hydrogen, sulphur and oxygen in their elemental com-
position and in their calorific value. 
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4. Summary 
The driving cycle is currently the only standardised way to record vehicle 
movement. Vehicle approval tests, during which exhaust emissions from the 
exhaust pipe are collected and analysed, are performed on chassis dynamome-
ters. During the test, it is checked that the permissible limits of pollutant emis-
sion into the atmosphere are not exceeded.  

Fuel economy tests for new vehicles vary depending on the region of 
the world and the driving conditions associated therewith. Therefore, taking 
into account the migration of car brands in the world, it is important to develop 
computer tools that will make it possible to determine the amount of pollutants 
emitted into the atmosphere from vehicles. 

The aim of the project was to build a computer tool using tests carried 
out on a chassis dynamometer to simulate driving tests. The built driving test 
simulator determines the amount of CO2 emissions and fuel demand, including 
the parameters of the analysed vehicle for the given input parameters and the 
type of fuel (diesel oil, FAME, rapeseed oil and butanol). 

On the basis of the tests carried out with one CADC, it is concluded that: 
1. the highest mass consumption of fuel for the CADC full test occurred for 

FAME (2.283 kg) and butanol (2.559 kg); 
2. in the case of mass fuel consumption per kilometre and fuel consumption per 

1 MJ for the CADC full test, the lowest values were recorded for diesel fuel 
(0.0377 kg/km and 0.0795 kg/MJ respectively); 

3. the highest carbon dioxide emissions occurred for FAME (6.524 kg) and 
rapeseed oil (6.336 kg); 

4. when analysing carbon dioxide emissions per kilometre and carbon dioxide 
emissions per 1 MJ, the lowest values were noticed for butanol (0.1194 kg/km 
and 0.2518 kg/MJ). 

 
The parameters of the fuels used had undoubtedly influenced the 

obtained results of computer simulations. 
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Abstract: The article seeks to review the standards (emission and immission) and 
legal solutions relating to odour-active compounds, as well asanalyse the 
variability in the number of farmed animals and the emission of ammonia in 
Poland and Ukraine. Furthermore, the article characterizesodour emission factors, 
methods of health risk assessment, ways of limiting emission of odorous 
compounds from animal farming facilities. The analysis indicated the necessity of 
applying good practices available in reference documents – including those drawn 
up by environmental agencies – and scientific works, as such practices may 
significantly contribute to minimising the impact of animal farming facilities on 
people and the environment. The introduction of, inter alia, immission standards 
(reference values) expressed in ouE/m3 in the legal regimes of the EU and Ukraine 
would also render it possible to carry out an assessment of odours treated as 
a mixture present in ambient air and optimise the assessment of odour nuisance 
and thus the discomfort directly affecting the well-being and health of inhabitants 
of areas in the vicinity of farming facilities. 
Keywords: animal farming, odour emission sources, health impact assessment, BAT 

1. Introduction 
Poland ranks sixth among food producers in the European Union (EU) and 
eighth among its exporters. Approximately 30% of operators involved in food 
and beverages production are processors of products of animal origin, of 
which 20% are meat companies and about 4% – dairy companies. The share of 
the meat industry in the marketed production of the food industry is estimated at 
about 30% (Institute of Agricultural and Food Economics 2018). In Ukraine, in 
turn – at the level of 13.1% (State Statistics Service of Ukraine 2016).  

The agri-food industry is significantly diversified in terms of odour emis-
sions and impacts on olfactory air quality. In Poland, agriculture accounts 
for 94% ammonia pollution, thus being the main emitter of this pollutant (Minis-
try of Climate 2020). Animal manure management (79%) and mineral fertiliser 
use (21%) are considered to be the dominant sources of ammonia emissions in 
agriculture. As regards Ukraine, in 2017-2018, the share of agriculture in NH3 
emissions ranged from 66.2% to 73.1% (State Statistics Service of Ukraine 2020), 
while animal manure management and fertiliser production accounted for, respec-
tively, 61.2% and 38.8% (Pinchuk & Borodai 2019). Ammonia is the main odor-
ant emitted from animal facilities. However, the presence of other odorous com-
pounds with lower concentration, but also lower odour threshold values forces 
one to study odours as a mixture (Sówka 2011). 

Ammonia and odour emissions from livestock buildings are considered 
to have the highest environmental impact, with odour emissions usually related 
to odour nuisance effects, while NH3 emissions are considered to be a pollutant 
of regional impact. Ammonia plays an important role in the formation of fine 
particles in the atmosphere. NH3 emissions lead to nutrient N-enrichments, acid-
ification and euthropication in both terrestial and aquatic ecosystems. In the 
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atmosphere, ammonia reacts with other compounds to form ammonium sul-
phide and ammonium nitrate aerosols, leading to the formation of PM2.5 (Conti 
2020, Schauberger et al. 2018). Ammonia emissions have been found to be 
correlated with climate change, with an increase in global temperature by 5 OC 
resulting in an increase in global NH3 emissions by approx. 42% (Sutton et al. 
2013, Schauberger et al. 2018), which in the future may result in the necessity 
to increase the distance of livestock buildings from residential and public build-
ings (Schauberger et al. 2018). The main sources of odour emissions from ani-
mal facilities are litter fermentation and decomposition, as well asthe decompo-
sition of faeces and food residue. Odorous compounds are also generated by 
respiration, digestion and evaporation from the skin of livestock (Grzelka et al. 
2018, Korczyński et al. 2010, Saba et al. 2003). Odorants typically identified in 
the context of animal husbandry and maintenance are ammonia andhydrogen 
sulphide – usually present in high concentrations. Other compounds worthy of 
mention are thiols, sulphides, phenols, ketones, aldehydes, aliphatic acids, es-
ters, amines, heterocyclic compounds containing sulphur and nitrogen or ali-
phatic alcohols (Tymczyna et al. 2010). The composition of gases generated in 
animal facilities depends on many factors, mainly on the species and age of 
livestock (Korczyński et al. 2010). As regards the incidence of odour nuisance 
from livestock farming facilities, one should mention significant environmental 
and technical factors such as: temperature in the premises, humidity, speed of 
air movement, available space, type of flooring, type of litter used (or litter-free 
systems) and design of ventilation systems, as well as methods of handling the 
produced manure (Herbut et al. 2010). An equally important factor is the way 
the animals are fed, which involves a proper balance of forage to reduce the 
amount of protein in animal faeces and reduce their pH (Jugowar et al. 2010). 

As regards Ukraine, cattle, pig and poultry farming are of key im-
portance (Pinchuk & Borodai 2019). 

 
Table 1. Livestock in Poland and Ukraine in 2019  

Livestock Total number, thsd. heads Total number, thsd. heads 
Cattle (of which cows) 6358 (2461) 3092.0 
Sheep 273 1204.5 
Pigs (of which sows) 10781 (755) 5727.4 
Hens (of which laying hens) 178342 (53190) 220485.8 
Geese 1061 4015.8 
Turkeys 15939 1939 
Ducks 5704 11418.3 

(Commission Implementing Decision 2017, State Statistics Service of Ukraine 2020) 
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The so-called large industrial farms, i.e. farms with a capacity of more 
than 40,000 heads of poultry or 2,000 pigs (fattening pigs >30 kg or 750 sows) 
are deemed to be the source of the most considerable odour nuisance (Commis-
sion Implementing Decision 2017). Farms of this type are characterised by 
a highly industrialised livestock production profile and have significant envi-
ronmental impacts, primarily as a result of very large quantities of natural ferti-
lisers produced. Table 2 shows the emission factors of odours and ammonia de-
pending on the type of animals reared, while Table 3 shows the odour threshold 
values. Table 4, in turn, summarises the example results of odour concentration 
measurements carried out for various livestock farming facilities. 

 
Table 2. Values of odour and ammonia emission factors for different livestock groups 
and rearing types 

Species Rearing type 
NH3 emission 

factor, 
kg/head/year 

Odour emission 
factor, 

ouE/(s·animal) 
Source 

Chicken Laying hens  
– cage system 0.01 to 0.15 0.102 to 0.68 

(Commission 
Implementing 

Decision 2017) 

Chicken Laying hens  
– cage-free system 0.019 to 0.36 0.102 to 1.5 (CID 2017) 

Chicken Broilers 0.004 to 0.18 0.032 to 0.7 (CID 2017) 
Turkey females 0.045 to 0.387 0.4 (CID 2017) 
Turkey males 0.138 to 0.68 0.71 (CID 2017) 
Duck total 0.05 to 0.29 0.098 to 0.49 (CID 2017) 

Pig Gestating sows  
– slurry 0.42 to 9.0 5.6 to 100 (CID 2017) 

Pig Weaners – slurry 0.03 to 0.8 1.1 to 12.1 (CID 2017) 

Pig 
Weaners – ma-
nure/combined 

generation 
0.11 to 0.7 2.25 to 3 (CID 2017) 

Pig Fattening pigs  
– slurry 0.1 to 4.6 1.14 to 29.2 (CID 2017) 

Pig 
Fattening pigs – 

manure/combined 
generation 

1.9 to 7.53 4.2 to 7 (CID 2017) 
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Table 2. cont. 

Species Rearing type 
NH3 emission 

factor, 
kg/head/year 

Odour emission 
factor, 

ouE/(s·animal ) 
Source 

Domestic 
bovine 

Dairy cows  
– slurry 41.8 – 

(European 
Environment 
Agency 2019) 

Domestic 
bovine 

Dairy cows  
– manure 26.4 – (EEA 2019) 

Domestic 
bovine 

Other bovine 
animals – slurry 15 – (EEA 2019) 

Domestic 
bovine 

Other bovine 
animals – manure 10 – (EEA 2019) 

Domestic 
sheep Total – manure 1.4 – (EEA 2019) 

Pig Fattening pigs  
– slurry 6.5 – (EEA 2019) 

Pig Fattening pigs  
– manure 5.6 – (EEA 2019) 

Pig Sows – slurry 17.7 – (EEA 2019) 
Pig Sows – manure 15.1 – (EEA 2019) 

Pig Sows – outdoor 
rearing 9.3 – (EEA 2019) 

Chicken Laying hens  
– manure 0.31 – (EEA 2019) 

Chicken Laying hens  
– slurry 0.48 – (EEA 2019) 

Chicken Broilers litter 0.17 – (EEA 2019) 
Turkey litter 0.9 – (EEA 2019) 
Duck litter 0.65 – (EEA 2019) 
Goose litter 0.35 – (EEA 2019) 

Donkey manure 15.8 – (EEA 2019) 
Horse manure 15.8 – (EEA 2019) 
Goat manure 1.4 – (EEA 2019) 
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Table 3. Odour detection threshold values for substances emitted from livestock 
farming facilities 

Chemical compound Odour threshold 
value, (mg/m3) Source 

Ammonia 0.5 (Czurejno 2005) 
Ammonia 0.74 (Talaiekhozani at al. 2016) 
Ammonia 1.10 (Nagata 2003) 
Ammonia 4.07 (Devos at al. 1990) 
Ammonia 0.0266 (Ruth 1986) 
Ethylene 20.0 (Czurejno 2005) 
Acetone 1.1 (Czurejno 2005)18] 
Ethyl mercaptan 0.00004 (Czurejno 2005)8] 
Ethyl mercaptan 0.48 (Talaiekhozani at al 2016) 
Ethyl mercaptan 0.022 (Nagata 2003) 
Ethyl mercaptan 0.00282 (Devos 1990) 
Ethyl mercaptan 0.000032 (Ruth 1986) 
Methyl mercaptan 0.000002 (Czurejno 2005) 
Methyl mercaptan 2.16 (Talaiekhozani at al. 2016) 
Methyl mercaptan 0.98 (Glindemann et al. 2006) 
Methyl mercaptan 0.14 (Nagata 2003) 
Methyl mercaptan 0.00209 (Devos 1990) 
Methyl mercaptan 0.00004 (Ruth 1986) 
Propyl mercaptan 0.404 (Talaiekhozani at al 2016) 
Propyl mercaptan 0.404 (Nagata 2003) 
Butyl mercaptan 0.01 (Talaiekhozani at al 2016) 
Butyl mercaptan 0.01 (Nagata 2003) 
Butyl mercaptan 0.00537 (Devos 1990) 
Benzyl mercaptan 0.96 (Talaiekhozani at al 2016) 
Benzyl mercaptan 0.96 (Nagata 2003) 
Benzyl mercaptan 0.00813 (Devos 1990) 
Benzene 1.8 (Czurejno 2005) 
Benzene 12.0 (Devos 1990) 
Acetaldehyde 0.014 (Czurejno 2005) 
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Table 3. cont. 

Chemical compound Odour threshold 
value, (mg/m3) Source 

Ethyl alcohol 18.81 (Czurejno 2005) 
Ethyl alcohol 55.0 (Devos 1990) 
Ethyl alcohol 0.342 (Ruth 1986) 
Butyl alcohol 1.2 (Czurejno 2005) 
Butyl alcohol 2.57 (Devos 1990) 
Isoamyl alcohol 0.1 Czurejno 2005) 
Isoamyl alcohol 0.162 (Devos 1990) 
Hydrogen sulphide 0.014 (Czurejno 2005) 
Hydrogen sulphide 0.65 (Talaiekhozani at al 2016) 
Hydrogen sulphide 0.97 (Glindemann et al. 2006) 
Hydrogen sulphide 0.57 to 1.42. (McGinley & McGinley 2004) 
Hydrogen sulphide 0.57 (Nagata 2003) 
Hydrogen sulphide 0.491-0.964. (Mannebeck & Mannebeck 2002) 
Hydrogen sulphide 0.0257 (Devos 1990) 
Hydrogen sulphide 0.0007 (Ruth 1986) 

 
Table 4. Odour concentration at various livestock farming facilities  

Type of facilities Odour concentration, ouE/m3 

Pigsty 
Weaned piglets 3473 
Fattening pigs 1019 
Sows 619 

Poultry farm Broilers 815 

(Grzelka et al. 2018) 

2. Characteristics of legal provisions on odorous compounds taking 
into account livestock farming 
In Poland, legal provisions governing the issue of limiting human exposure to 
odours are laid down in several legal acts of the regulation rank. The Regulation 
of the Minister of Infrastructure of 12 April 2002 on technical conditions to be 
met by buildings and their location states that livestock buildings should be 
located at a distance of at least 8 metres from residential ones (Regulation of the 
Minister of Infrastructure 2015). The issue of location of livestock buildings is 
also addressed in the Regulation of the Minister of Agriculture and Food Econ-
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omy of 7 October 1997 on technical conditions to be met by agricultural struc-
tures and their localization (Regulation of the Minister of Agriculture and Food 
Economy 2014). Said regulation establishes the obligation to include a row of 
medium- and high-growing vegetation between residential and livestock build-
ings in order to, inter alia, reduce odour nuisance. In addition, the mentioned 
Regulation also contains provisions stating that it is to store liquid animal faeces 
in sealed, closed containers in order to reduce ammonia and odour emissions. 

In 2019, the draft of the first billrelating to the issue of odour nuisance, 
was published (Draft act on the minimum distance 2019). The draft act on the 
minimum distance for planned projects of the agricultural sector, the function-
ing of which may be associated with the risk of odour nuisance specifies that 
unless the investor obtains the prior consent of residents, newly-created projects 
related to livestock farming should be located at established minimum distances 
from residential buildings depending on the size of the stocking density of such 
a project: 
 for animal production facilities with a stocking density of 210 livestock units 

(LU) to 500 livestock units (LU), the minimum distance shall be equal to the 
value of the LU; 

 for facilities exceeding 500 LU, the minimum distance is 500 m. 
 
These provisions were not intended to apply to existing livestock farm-

ing facilities. So far, the draft act has not been implemented. 
In Poland, there are no legal provisions in the context of agriculture that 

would set i.e. limit values of odour emissions as a mixture. However, entrepreneurs 
pursuing agricultural activity in Poland – an EU Member State – should follow the 
recommendations provided in the Best Available Techniques (BAT) Conclusions 
for Intensive Rearing of Poultry or Pigs (Commission Implementing Decision 
2017). The document sets forth principles for intensive pig and poultry farming 
in terms of, among others, farm management, animal feeding, manure collection 
and storage, and limit levels of emissions to air, including ammonia emissions. 
The BAT conclusions concern activities involving more than 40,000 places for 
poultry, more than 2,000 places for fattening pigs (over 30 kg) or more than 750 
places for sows. The document emphasizes the obligation to periodically moni-
tor odour emissions, inter alia, by using dynamic olfactometry in accordance 
with the PN-EN 13725 norm (PN-EN 13725). In addition, the installation owner 
is to set up, implement and regularly review an odour management plan.  
In order to prevent odour emissions and their impacts, BAT recommends for 
newly-built facilities to ensure adequate distances from sensitive receptors re-
quiring protection or to apply one or a combination of other remedies, including 
the use of air cleaning systems or special recommendations for animal housing 
and floors. 
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Most European countries, including Poland and Ukraine, have not yet 
developed national odor emission standards for livestock farming. However, gas 
emission rates can be rigorously compared to legal regulations regarding air 
quality guidelines. The concentration of some specific and most common odor 
substances, such as hydrogen sulfide or ammonia can be compared with indi-
vidual gas levels of airborne emission regulations. Ammonia and hydrogen 
sulfide are often more thoroughly investigated in previous studies as they can 
cause serious adverse health and environmental-related damage (Ruth 1986, 
Chen et al. 2021). 

In Poland, limit values for odorants – ammonia and hydrogen sulphide  
– are established in the Regulation of the Minister of the Environment of 26 January 
2010 on reference values for certain substances in the air (Regulation of the Minis-
ter of the Environment 2010). They are juxtaposed in Table 5. Limit concentration 
values for ammonia and hydrogen sulphide set forth in the State sanitary rules for 
ambient air protection in residential areas are presented in Table 6 (Legislation of 
Ukraine 1997). Poland and Ukraine lack set standards for livestock farming regard-
ing odour concentration values expressed in units: ouE/m3. 
 
Table 5. Reference values for ammonia and hydrogen sulphide set forth in the 
Regulation of the Minister of Environment of 26 January 2010 on reference values for 
certain substances in the air  

Substance 
Average concentration for a period of 

one hour, μg/m3 one year, μg/m3 
Ammonia 400 50 
Hydrogen sulphide 20 5 

(Regulation of the Minister of the Environment 2010) 

 
Table 6. Reference values for ammonia and hydrogen sulphide set forth in the State 
sanitary rules for ambient air protection in residential areas (from pollution by chemical 
and biological substances) (Legislation of Ukraine 1997). 

Substance 

Maximum concentration limit [μg/m3] 

Maximum concentrations 
average for the period  

of 20-30 minutes 

Average concentra-
tion for a period of 

24 hours 
Class of risk 

Ammonia 200 40 4 
Hydrogen sulphide 8 – 2 

(Legislation of Ukraine 1997) 
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3. Analysis of the variability in the number of farmed animals  
and the emission of ammonia in Poland and Ukraine in 2000-2019 
Data related to the number of farmed animals and emission values has been 
analysed on the basis of the information available in statistical yearbooks (GUS 
2004-2020). The analysis of the data shows that the number of farmed animals 
in the years 2000-2019 in Poland and Ukraine differs depending on their type. 
In the case of poultry farming, an upward trend is noticeable in both Poland and 
Ukraine, from 50 to 180 million heads and from 120 to 220 million heads, re-
spectively, with clear peaks in 2002 in Poland (as many as 220 million heads), 
and in 2013 in Ukraine (over 230 million heads) (Fig. 1a). 

In the case of sheep farming, no significant changes in the number of ani-
mals were observed in Poland between 2000 and 2019: on average there were about 
0.300 million heads. In Ukraine, in turn, a systematic decrease in the number of 
sheep reared may be observed, from about 2 to 1.3 million head (Fig. 1b). 

A downward trend is also clearly visible in pig farming. Both in Poland 
and Ukraine, the number of animals reared decreased from 8 to 6 million and 
17 to 11 million heads, respectively (Fig. 1c). 

In the farming of cattle, including cows, a decrease in the number of ani-
mals was observed. However, in this case the changes were not so explicit. In 
Poland, between 2000 and 2004, the number of cattle decreased from 6 to 5 mil-
lion, nd later increased gradually to about 6.5 million heads. In contrast, over 
these 20 years only a marginal decrease was recorded (from 3 to 2.5 million 
heads). In Ukraine, the decline was far more significant, from about 9.5 to 3 mil-
lion heads. The number of cows reared there also systematically decreased (from 
5 to less than 2 million heads) (Fig. 2). 

Ammonia emissions from agriculture 2008 and 2016, including animal 
husbandry, both in Poland and Ukraine showed little change and remained at the 
level of 13-15 million tons of ammonia, with an observed temporary pick-up in 
Ukraine in 2010-2013 (to just below 20 million tons of NH3), which may have been 
partly due to an increase in the number of poultry reared in those years (Fig. 3). 
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Fig. 1. Number of farmed animals (poultry- a), sheep -b, pigs -c ) in 2000-2019 
in Poland and Ukraine (source: authors’ study based on (GUS 2004-2020)) 
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Fig. 2. Number of farmed animals in 2000-2019 in Poland and Ukraine  
(source: authors’ study based on (GUS 2004 -2020)) 
 

 
Fig. 3. Ammonia emissions from agriculture in 2008-2016 in Poland and Ukraine 
(source: authors’ study based on (GUS 2004 -2020) 
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Fig. 4. Spatial distribution of the number of poultry (a), sheep (b), pigs (c), cattle (d) 
and cows (e) reared in 2019 in Poland (source: authors’ study based on (GUS 2020)) 
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Fig. 5. Spatial distribution of the number of, poultry (a), sheep (b), pigs (c), cattle (d) 
and cows (e) reared in 2019 in Ukraine (source: authors’ study based on (State Statistics 
Service of Ukraine 2016)) 
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formation of odorous compounds is mainly the result of enzymatic and microbial 
decomposition of organic matter contained in litter and animal faeces. Odorous 
compounds are also formed due to reactions occurring in the digestive systems of 
livestock and as part of processes of respiration and evaporation through the sur-
face of their skin (Grzelka et al. 2018, Korczyński et al. 2010, Saba et al. 2003). 

The amount and type of odorous compounds produced by animal farm-
ing are contingent on many factors. The basic parameters are the environmental 
and technical conditions prevailing in animal farming facilities. The environ-
mental conditions outside livestock buildings also play an important role in the 
case of odour and ammonia emissions, according to research (Gang et al. 2010), 
seasonal changes in emissions have been found. Other authors suggests that as 
the temperature outside increases, there is a noticeable increase in daily NH3 
emissions from dairy barns (Ngwabie et al. 2011). The emission of odorants 
depends on the prevailing temperature, humidity, animal density, type and fre-
quency of changing the litter used, type of flooring and frequency of removing 
animal faeces (Grzelka et al. 2018, Sówka et al. 2020). Table 7 summarises the 
main factors determining the amount of odorous compounds emissions from ani-
mal farming activities (Úbeda et al. 2013, Sówka et al. 2020). 

Another factor determining the formation of gaseous pollutants, includ-
ing odorants, is the optimisation of animal nutrition. Adequate feed balancing 
makes it possible to reduce the amount of protein in the faeces and to ensure 
optimal pH (Jugowar et al. 2010, Sówka et al. 2020, Grela et al. 2010). Animal 
feeds are formulated in a way that provides the right amount of carbohydrates 
for the species and life stage of the animal to meet its energy needs. Therefore, 
animal feed is usually produced from grasses or soya, often containing excess 
protein which results in an increased excretion of nitrogen, mainly in the form 
of urea which is the main source of NH3 emissions from animal faeces (Webb et 
al. 2005). In addition, with appropriate animal nutrition resulting in a reduction 
in faecal pH, the potential for NH3 emissions may also be relatively reduced 
(Misselbrook et al. 1998). The Nitrogen content in the faeces of non-ruminants 
may be reduced by adjusting the protein concentration in the feed to meet the 
needs of the animal at different stages of its life cycle. Protein intake can be 
further reduced through optimising the essential amino acid content by adding 
synthetic amino acids to the feed to reduce total protein intake (Kay & Lee 1997). 
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Table 7. Factors determining the amount and type of odorants formed in animal 
facilities (Grzelka et al. 2018, Herbut et al. 2010, Jugowar et al. 2010, Sówka et al. 
2020, Úbeda et al. 2013, State Statistics Service of Ukraine 2020, Gang et al. 2010, 
Ngwabie et al. 2011) 
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As yet, no reliable and effective techniques have been worked out for 

reducing emissions from naturally ventilated buildings – i.e., among others, 
those commonly used for cattle rearing – where manure is discharged as slurry. 
However, in the case of a litter system, increasing the amount of straw used for 
litter purposes may have a beneficial effect on NH3 emissions (Webb et al. 
2005, Balsdon et al. 2002). It is also possible to curb emissions from buildings 
by reducing the area available to animals and thus reducing the floor area con-
taminated by faeces; this, however, entails a deterioration in animal welfare 
(Webb et al. 2005). Moreover, keeping litter moisture as low as possible on the 
floors of buildings housing broilers by minimising water leakage (e.g. by in-
stalling special nipple drinkers) also helps to minimise NH3 emissions (Elwing-
er & Svensson 1996). Research has also been conducted in the context of using 
special additives for litter. It is believed that polyphenols contained in tea ex-
tracts can absorb ammonia and hydrogen sulphide particles by a chemical reac-
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tion. Tan et al. (Tan et al. 2019) havedemonstrated experimentally that the addi-
tion of tea leaves, sawdust, rice husks and straw to chicken faeces effectively 
inhibited ammonia emissions. Compared with pure chicken manure without 
litter, the inhibitory effect of addition of tea leaves, straw, rice husk and sawdust 
on NH3 emission after 72 hours reached 94.58%, 88.85%, 84.00% and 80.40%, 
respectively. A significant difference was recorded as regards the inhibition 
ability of the four types of litter where tea leaves proved the most effective. 

In order to reduce odour emissions from livestock farming, it is also 
necessary to ensure adequate frequency of faeces removal and, in the case of 
slatted system, to ensure that the slatted floor scrapers operate smoothly enough 
to continuously discharge the faeces produced. Currently, increasingly popular 
solutions to reduce emissions include the use of special bacterial inoculations of 
litter, which, according to literature reports, allows for nitrogen compound 
emissions reduction by up to 50%. Herbut et al. (Herbut et al. 2010) conducted 
research aimed at recognising the scope and scale of emission of zoonotic odor-
ants from livestock housing facilities with the most commonly used systems of 
keeping pigs and cattle. The research was conducted in special climate cham-
bers in which similar microclimatic conditions were maintained for each group 
of animals and each type of litter used. The highest level of total odorant emis-
sion for pigs was recorded for the slatted system, followed by the deep litter 
system (Table 8). Ammonia was found to constitute the highest share in the total 
emissions. Also in the case of studies with cows, significant differences in emis-
sions were recorded depending on the housing system. The highest emission val-
ues of all groups of compounds were recorded in the litter-free rearing and in the 
deep sawdust litter system. The lowest emission factors were recorded for shallow 
straw litter. The research showed that the decisive factor for the emission of odor-
ants is the share of anaerobic conditions. Straw is characterised by its pore struc-
ture allowing natural aeration and a higher share of aerobic processes, which  
explains why the lowest values were recorded for shallow straw litter. 

According to the studies presented in the paper up to 30 different gases 
may be formed during litter-free rearing of pigs, with hydrogen sulphide and 
ammonia being the most prevalent ones. Gases (mainly methane and carbon 
dioxide) are formed in animal facilities as a result of animals breathing and 
fermentation. According to the study on a complex of pig houses, given the 
capacity of 54 thousand pigs/year, during one hour there may be formed: 83.4 
billion microorganisms, 0.6 kg/m2 of dust and 14.4 kg/m2 of ammonia. Increas-
ing the number of animals to 108 thousand head/year using outdated rearing 
technologies led to air pollution and the spread of odours over a distance of up 
to 5,000 m, and at a capacity of 10 thousand head/year – over a distance of up to 
3,000 m (Report on research work 2019, Annotated report of research work 2019). 
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Table 8. Emission of main groups of odorants from rearing of fattening pigs  
and lactating cows depending on rearing system used (kg/animal place/year)  
(Herbut et al. 2010) 

 Fattening pigs Lactating cows 

Group of 
compounds 

Shallow 
litter 

Deep 
litter Slatted Shallow 

litter 
Deep 

straw litter 
Deep saw-
dust litter Litter-free 

kg/animal place/year 
Ammonia 2.31 3.67 5.24 72.5 47.1 63.7 90.9 
Hydrogen 
sulphide 0.084 0.108 0.322 0.379 0.019 0.351 0.473 

Sulphur  
dioxide 0.043 0.071 0.048 24.1 19.3 28.4 56.1 

Aldehydes 0.02102 0.02656 0.03489 0.2973 0.1902 0.2456 0.3723 
Alcohols 0.0072 0.00983 0.01564 0.1240 0.072 0.0983 0.176 
Ketones 0.01401 0.01585 0.01962 0.1696 0.1401 0.1585 0.2380 
Organic  
acids 0.00586 0.00673 0.008407 0.782 0.58867 0.67363 1.0352 

Thiols 0.05606 0.06423 0.07789 0.07142 0.05606 0.06423 0.08190 
Phenols 0.2053 0.22342 0.3891 0.2984 0.2053 0.22342 0.40924 
Amines 0.0724 0.07792 0.1292 1.0001 0.724. 0.7792 1.4708 
Esters 0.00694 0.00716 0.00978 0.0823 0.0694 0.0716 0.1230 

 
The BAT Reference Document for Intensive Rearing of Poultry or Pigs 

(Commission Implementing Decision 2017) describes an innovative litter-free 
rearing system (called AFS – AviHome Flooring System) developed by Avi-
Home LLC, a US company, in collaboration with the University of Maryland. 
The system consists of two layers of pH-neutral polymer flooring with an air 
plenum in between. The top layer is perforated to allow the downward wicking 
of moisture from the liquid part of the faeces and evaporating, thus producing 
dry manure with low ammonia content. The AviHome Floor System (AFS) was 
developed to reduce ammonia production and emissions by accelerating the 
evaporation of water from the manure, thereby removing it from the uric acid 
breakdown process. Curbing the nitrification process reduces the number of 
bacteria in manure, resulting in improved animal welfare and meat production 
(Commission Implementing Decision 2017, Boggia et al. 2019). 

A study conducted on a farm with 20,000 broilers showed a drastic re-
duction in ammonia due to this method (Harter-Dennis 2010). 

Manure storage is recognised as a significant element in total farm 
emissions. Ammonia emissions from livestock buildings as a result of the depo-
sition on manure onto cultivated fields are considered to be the most significant 
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sources of odour from the operation of livestock farming facilities. Ammonia 
emissions are considered dangerous because ammonia can cause soil acidifica-
tion and eutrophication (Marcinkiewicz & Kolomiets 2015). 

Furthermore, NH3 emissions attributed to the storage of animal manure 
are also an important element. Typically, once removed from livestock facili-
ties, slurry is stored in concrete, steel or wooden tanks, or in earth-banked la-
goons. In the case of storing in open lagoons orlarge-quantity field usage, local 
communities living near industrial farms suffer from a distinctive unpleasant 
odour (Marcinkiewicz & Kolomiets 2015). Reducing the concentration of odor-
ous emissions and their spread contributes to alleviating the social tensions of 
the population living in the vicinity of livestock facilities and manure-fertilised 
cultivated fields. Lagoons, due to their large surface-to-volume ratio, have 
a significantly higher potential for NH3 emissions. Table 9 juxtaposes tech-
niques for reducing NH3 emissions from faeces storage along with their esti-
mated effectiveness (Webb 2005). 
 
Table 9. The effectiveness of techniques for reducing NH3 emissions from animal 
faeces storage (Webb 2005)  

Technology Effectiveness (%) 
Maintaining low surface to tank volume ratio  20-50 
Permanent roofing/tent structure over the tank 80 
Formation of a natural crust  35-50 
Flexible, floating covers made of plastic 60 
Use of LECA (expanded clay aggregate) for insulation  40 
 

Reducing the volume-to-surface ratio of a manure storage tank may sig-
nificantly curb NH3 emissions. For example, for a slurry volume of 1000 m3, 
increasing the tank wall height from 3 to 5 m may reduce NH3 emissions by 1/3 
(Webb 2005). The most effective way to reduce NH3 emissions is to install co-
vers (Webb 2005, Sommer et al 1993). The cover prevents the volatilisation of 
odorous compounds from above the slurry surface. Said covers are used for 
above-ground, usually circular tanks made of steel sheets or concrete. However, 
unsealing of the cover must be ensured to prevent the accumulation of methane 
gas inside, hence this solution will not eliminate the emission of odorous com-
pounds completely (Webb 2005, Sommer et al 1993). Other methods, such as 
maintaining a natural or artificial crust on the surface of the stored slurry, give 
poorer results and are more difficult in terms of management – yet they are also 
cheaper. Cattle slurry usually forms a natural crust if DM is > 7% and mixing is 
minimised. With a view to avoiding damage to the crust, tanks must be filled 
with manure from below. Frequent mixing and emptying should be avoided if 
possible, as these operations increase NH3 emissions from slurry (Webb 2005). 
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5. Methods used in health impact assessments 
Individual branches of the animal breeding/husbandry industry create 
a spectrum of environmental impacts, including odour nuisance, which can 
bring about health effects due to the emission of odorous compounds. Studies 
on the health effects of odours are especially difficult to conduct because odours 
have an individual and discretionary nature. Excessive levels of odour nuisance 
may cause significant impairment in the quality of life of those exposed to it. 
Odour-active compounds can be immunosuppressive, e.g. in the case of respira-
tory diseases (Mitloehner & Schenker 2007). Previous studies (Schulze et al. 
2011) demonstrate that odorous substances including ammonia, hydrogen sul-
phide and others can cause ailments and diseases among people exposedStimu-
lation of the trigeminal nerve, which may occur during exposure to odorants, 
causes irritation of the mucous membranes of the nose (rhinitis), throat (pain or 
scratching in the throat), eyes (tearing) and may trigger defensive reactions from 
the respiratory tract (coughing, shortness of breath, shallow breathing). On the 
other hand, psychosomatic symptoms such as insomnia, panic attacks, photo-
phobia, and decreased psychophysical performance are largely determined by 
one’s personality traits, and may be caused by general everyday problems or the 
stress resulting, for example, from exposure to unpleasant odours. These symp-
toms are not, however, an effect of the toxicity of a particular chemical com-
pound (Michalak et al. 2014). Another effect of exposure to odorous com-
pounds may also be an increased risk of aggravated cardiovascular ailments for 
people suffering from cardiovascular diseases such as ischemic heart disease 
(EPA 2000 2001, Pohl et al. 2017). 

Schiffmann et al. (Schiffman et al. 2004) describe three possible paths 
for the emergence of ailments as a result of exposure to odours: 
 the emergence of health effects once toxicity thresholds for the emitted 

odorous substances are exceeded; 
 the appearance of health ailments once the olfactory threshold is exceeded;  
 the appearance of health problems following exposure to a mixture of 

odours, one of which is responsible for the indicated ailments. 
 
Intensive livestock farming contributes to high concentrations of NH3 

inside livestock housing. Both, NH3 concentration and exposure time determine 
negative health effects on farm workers and livestock. According to the recom-
mendations of the US National Institute for Occupational Safety and Health, it 
is estimated that the maximum level of ammonia concentration in the air safe 
for human health is 25 ppm for the exposure time of 8-10 h. Furthermore, ac-
cording to the American Conference of Governmental Industrial Hygienists, the 
maximum safe time of staying in the concentration of 35 ppm is only 15 minutes. 
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The concentration of NH3 in the air causing an immediate risk to health and life 
even at momentary exposure is 300 ppm (Ritz et al. 2004, ACoGIH 2001) Nu-
merous studies also suggest the ammonia is harmful for animals. Exposure to 
ammonia in poultry houses can increase the risk of disease among birds (Carlile 
1984, Beker 2004, Miles et al. 2002, Anderson 1964). Studies (Miles et al. 2002) 
indicate that – for animal health reasons – ammonia concentrations inside poultry 
houses should not exceed 25 ppm. However symptoms of reduced health and 
growth, including increased susceptibility to Newcastle disease, may already be 
seen at 20 ppm. It has also been demonstrated that broilers reared in 25 ppm am-
monia conditions gain noticeably lower body weights, partly due to lower feed 
intake. Exposure to 46-102 ppm caused eye damage in the form of keratoconjunc-
tivitis (Carr & Nicholson 1980). Other symptoms of ammonia toxicity in poultry 
include tracheal irritation, air sac inflammation, conjunctivitis and dyspnoea (Car-
lile 1984). 

One of the methodologies most commonly used to assess the health ef-
fects of emitted odorous substances is the risk assessment proposed by the US 
Environmental Protection Agency (US EPA) using the so-called Hazard Index 
(HI) (EPA 1986, EPA 2000). This method consists in estimating the level of 
human exposure to a given agent (pollutant) scaled according to a certain 
threshold level of exposure, so-called acceptable or safe for health. In the event 
of HI > 1 there is a potential health hazard. The formula by which HI is calcu-
lated is shown below. 

 
HI=〖CE〗_1/〖DR〗_1 +〖CE〗_2/〖DR〗_2 +⋯+〖CE〗_n/〖DR〗_n (1)

where: 
CE1 is defined as the exposure level to the first chemical substance in the mixture, 
DR1 is the acceptable exposure level to the first chemical substance, 
CE2 and DR2 are the respective levels for chemical substance 2. 
Each specific factor is called a hazard quotient (HQ). 

 
Pohl et al. (Pohl et al. 2017) conducted a study to estimate local com-

munity exposure and assess the potential health hazard to the population living 
near 10 large poultry farms (concentrated animal feeding operation: CAFOs) 
located in Poland. The AERMOD model and hazard index (HI) estimation were 
used for the purpose of risk assessment. HI calculations were performed for 
a group of air pollutants characteristic of CAFO-type facilities, including am-
monia, followed by a simulation of pollutant dispersion in the AERMOD mod-
el. The data obtained suggest that odour-causing pollutants emitted from 
CAFOs, such as hydrogen sulphide and ammonia, can exceed background con-
centrations by more than an order of magnitude in residential areas within 
a kilometre radius of the surveyed farms, eventually falling to background lev-
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els several kilometres from the source. However, studies have not identified 
significant health hazards from the analysed substances. 

In studies conducted in the Lower Saxony region (Schulze et al. 2011), 
researchers carried out stationary grid measurements of NH3 concentrations to 
assesst exposure to high ammonia concentrations in concentrated animal feeding 
operations (CAFOs). The collected data was then interpolated with GIS (Geo-
graphic Information System) tools using the IDW (Inverse Distance Weighting) 
method. Additionally, a survey was carried out among the resident population in 
the area to estimate the prevalence of respiratory health problems. Furthermore, 
a randomly selected group of residents were invited for lung function and blood 
tests. The results showed that ammonia emissions from CAFOs can contribute to 
respiratory ailments as well as increase the risk of allergic reactions. 

The survey method was also used in a study on the relationship between 
odour exposure and somatic effects conducted in North Rhineland-Westphalia 
(Steinheider 1990) where field studies of odour nuisance in accordance with the 
methodology in VDI-3940 were also applied. Here, the field studies were car-
ried out to assess the incidence of odour nuisance, the so-called odour hours. 
The survey concerned people living in the vicinity of two facilities, specialising 
in pig farming and producing substrate for mushroom growing, respectively. 
The study showed that excessive exposure to odours can cause (apart from irrita-
tion symptoms) somatic complaints, especially those related to the digestive sys-
tem, such as nausea, vomiting, loss of appetite, and sleep disturbances. 

6. Solutions to curb the impact of odour-active compounds emitted 
by animal farming facilities  
The basic principles for reducing odour emissions in livestock farming include 
(EPA 2001): reducing the formation of odorous substances in slurry, reducing 
the rate of spread from surface sources, reducing the exposed surface area of 
slurry, including stored slurry, soiled surfaces, grids, etc., as well as utilizing 
feed additives, slurry additives and ventilation air extraction and treatment (sec-
ondary methods). Indirect methods affecting the reduction of pollutant emis-
sions to air include bedding-related techniques such as aeration and drying of 
litter, underfloor heating, as well as the use of chemical and microbiological 
preparations disinfecting the litter and binding ammonia (Korczyński et al. 
2010). Ammonia emissions can also be curbed during storing, warehousing and 
applying slurry and manure in the field (air-tight sealing of tanks, lowering the 
temperature, soil application (Lisowska-Mieszkowska 2014). An important 
aspect of avoiding the negative environmental impact of animal farming is 
proper spatial planning. Proper location of livestock facilities can prove effec-
tive in preventing odour nuisance. The use of buffer zones and protective green 
belts (VEB – Vegetative Environmental Buffers) can also limit the spread of 
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pollutants in the air and thus reduce the range of negative impacts (Kunowska-
Ślósarz et al. 2016). 

Within the framework of the general BAT conclusions (Commission 
Implementing Decision 2017), for intensive poultry or pig farming, the imple-
mentation of an odour management plan is includedfor facilities demonstrating 
a potential or identified issue with odour nuisance. Such an odour management 
plan is a part of an  environmental management system aimed at improving the 
overall environmental performance of the farms. Said an odour management 
plan should include: a protocol containing appropriate actions and timelines, 
a protocol for conducting odour monitoring, a protocol respondnig to identified 
odour nuisance, an odour prevention and elimination programme, a review of 
historical odour incidents and remedies and the dissemination of odour incident 
knowledge. The odour prevention programme aims to identify sources of odor-
ous substances, monitor odour emissions, determine the contribution of individ-
ual sources and introduce measures to prevent or reduce odour emissions. In 
addition, the document identifies techniques to prevent or reduce odour emis-
sions, such as: 
 ensuring an adequate distance between the farm/plant and the sensitive re-

ceptors; 
 one of foolowing: keeping the animals and surfaces dry and clean or reduc-

ing the emitting surface of manure or removing manure frequently to an ex-
ternal (covered) manure store or reducing the temperature of the manure and 
of the indoor environment or decreasing the air flow and velocity over the 
manure surface or keeping the litter dry and under aerobic conditions (for lit-
ter-based systems); 

 optimising the discharge conditions of exhaust air by: increasing the outlet 
height or increasing the outlet ventilation velocity, or placing barriers (e.g. 
planting vegetation) to reduce the dispersion of odours in the air over longer 
distances, or using deflector covers in order to divert exhaust air towards the 
ground, or directing odour emissions in parts of the farm further away from 
the sensitive receptor, or aligning the ridge axis of a naturally ventilated 
building transversally to the prevailing wind direction; 

 using air cleaning systems, such as bioscrubbers/biotrickling filters or biofil-
ters, or a two-stage or three-stage air cleaning system; 

 covering slurry or solid manure during storage or locating the store taking 
into account the general wind direction and adopting measures to reduce 
odour spread, such as natural barriers or minimising the stirring of slurry; 

 processing manure with aerobic digestion (aeration) of slurry or composting 
solid manure or with anaerobic digestion; 

 manure landspreading using a band spreader, shallow/deep injector to incor-
porate manure as soon as possible. 
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BAT also provides the following methods for reducing emissions of am-
monia – one of the key odorants emitted in livestock farming – from solid manure 
storage: reducing the ratio between the emitting surface area and volume of the 
solid manure heap; covering solid manure heaps; storing dried solid manure in 
a barn. For farms where manure processing is used, in order to reduce (i.a.), odour 
emissions, the following techniques are recommended: mechanical separation of 
slurry (e.g. by using screw press or decanter-centrifuge separators, coagulation-
flocculation, separation by sieves, using filter pressing); anaerobic digestion of 
manure in a biogas installation; use of an external tunnel for manure  
drying; aerobic digestion (aeration) of manure; composting solid manure. 

Monitoring odour emissions regularly is recommended as part of an 
odour management plan. To this end, it is possible to apply EN standards (e.g. 
EN 13725: Air quality. Determination of odour concentration by dynamic olfac-
tometry) (PN-EN 13725, 2007) or alternative methods for which there are no 
EN standards, ISO standards, national or international standards that ensure the 
acquisition of data of equivalent scientific quality In addition, ammonia emis-
sions should be monitored by mean of estimation through  a mass balance based 
on excretion and the total (or total ammoniacal) nitrogen content at each manure 
management stage,calculation by means of measurement of ammonia concen-
tration and the ventilation rate using ISO, national or international standard 
methods or other methods ensuring the data is of equivalent scientific quality or 
estimation by using emission factors. It is also necessary to carry out a one-time 
verification of the air cleaning system by measuring ammonia, odour and/or 
dust under practical farm conditions according to a prescribed measurement 
protocol and using EN or other standard methods (ISO, national or internation-
al) ensuring data of an equivalent scientific quality and a daily control of the 
effective function of the air cleaning system (e.g. by continuously recording 
operational parameters or using alarm systems). 

Methods of reducing emissions from livestock facilities through gas 
treatment mainly include (Economic Commission for Europe 2014) sorption 
techniques  and biological methods. Sorption techniques include absorption and 
adsorption, which are highly effective in controlling organic odours, including 
volatile organic compounds and may also be used to reduce emissions of inorgan-
ic compounds such as ammonia (Kwaśny & Balcerzak 2014]). On the other hand 
biological methods allow for elimination of both odours and other pollutants 
found in the treated gases, such as: aliphatic, aromatic, aerobic, sulphur, nitrogen, 
and chlorine compounds. Biological gas treatment is most commonly implement-
ed in installations such as : bioscrubbers, biotricklers, and biofilters. 
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7. Conclusions 
Intensive livestock farming is, doubtlessly, a source of odorous emissions. Indi-
vidual odorous substances and their mixtures present in the air/environment 
may cause discomfort, irritation and annoyance among residents living in the 
vicinity of livestock farming facilities, and in extreme cases even trigger 
a disease – especially if the chemical compound concentrations are elevated, the 
exposure time is long, andif the frequency of episodes is high. The elderly, chil-
dren and people from high-risk groups are particularly vulnerable to such nega-
tive effects. Therefore, actions such as monitoring and control of odour-active 
compounds by reference to certain standards, application of good practices and 
preventive measures to mitigate the risk of odour emissions are crucial. Said 
actions have been recommended and described in scientific studies, by envi-
ronmental agencies including the Environmental Protection Agency, and in 
BAT reference documents. Proper location of farming facilities in relation to 
residential buildings  is a key factor in preventing odour nuisance. There are 
many factors determining the amount and type of pollutants generated during 
farming and keeping of animals, including the followingenvironmental and 
technical conditions in livestock farming facilities: the prevailing temperature, 
humidity, care for the welfare of animals, including their proper density, appro-
priate way of air exchange in the interior of the facility, type and frequency of 
litter replacement, type of flooring, method of feeding and type of food, fre-
quency of animal faeces removal, the method of their storage, disposal or use as 
agricultural products. The application of appropriate standards and solutions 
available in Europe and worldwide allows – and in the case of countries outside 
the European community such as e.g. Ukraine may allow – to minimise the 
negative impact of livestock farming facilities, including the exposure of hu-
mans and animals to abnormal concentrations of odorous compounds. A holistic 
approach to analyses and evaluations of odorous air quality or odour nuisance, 
and thus the impact on the comfort of human life and health, should include, 
inter alia, standards (emission as well as immission) expressed in ouE/m3 and 
opinions (in line with the current or proposed standards for sociological studies) 
of residents living in the vicinity of livestock farming facilities. 
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Abstract: The aim of the article was the analysis of the physicochemical quality 
of water within the hydropower plant on the Ślęza River in Wrocław (south-west 
Poland) in the context of the European Union's classification of water quality, as 
well as an assessment of the potential impact of hydropower plants on this quality. 
The study uses the results of monthly tests from three measurement points within 
the hydropower plant on the Ślęza River in the city of Wrocław (points upstream 
and downstream the hydropower plant and the reference point), from the period 
June 2018 to May 2020. The analyses covered 10 physicochemical parameters, 
i.e.: pH, electrical conductivity (EC), water temperature, turbidity, NH4-N, NO3-
N, NO2-N, total phosphorus, dissolved oxygen and BOD5. The conducted analysis 
showed that the hydropower plant has no clear influence on the physicochemical 
quality of the water in the Ślęza River, other interactions present in the catchment 
area are more important. From the effects visible in the results, a decrease in the 
amplitudes of water temperature downstream the hydropower plant compared to 
the other points was noted, as well as a lower median of its value (statistically 
significant changes). An additional noticeable effect was the increase in water 
oxygenation below the damming, but it was not statistically significant. It has 
been shown that the physicochemical condition of water at the tested points does 
not meet the assumed standards for 8 out of 9 parameters (except for water 
temperature). The largest exceedances of the limit values concerned NO2-N (up to 
923% of the norm), and the most consistent, almost constantly occurring – EC (23 
out of 24 months). The reason for the high NO2-N content was most probably surface 
runoff from the fields and the re-suspension of sediments rich in nutrients, while in the 
case of EC, its high values result from the specificity of the catchment area. 
Keywords: water quality, hydropower plants, environmental impacts,  
renewable energy sources, Water Framework Directive 

1. Introduction 
Hydropower plants are a renewable energy source, the use of which is associat-
ed with a number of benefits, but it is also not without its drawbacks (Operacz 
2021, Kasperek & Wiatkowski 2014). The literature describes the impact of 
hydropower on society, economy and the environment (Kuriqi et al. 2021, 
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Tomczyk & Wiatkowski 2020). In the context of environmental research, par-
ticular attention is paid to the impact of hydropower plants on the conditions for 
the migration of aquatic organisms (Puzdrowska & Heese 2019, Virbickas et al. 
2021), on the accumulation and erosion processes below the damming (Soin-
inen et al. 2018, Kibler & Tullos 2013), but mainly on the hydrological condi-
tions not only within hydropower facilities, but also at longer distances (Bejara-
no et al. 2017, Chiogna et al. 2016, Fantin-Cruz et al. 2015). 

In the context of the physicochemical quality of water, this influence 
concerns the modification of oxygen, thermal and trophic conditions (Tomczyk 
& Wiatkowski 2021a). In the first case, due to the formation of whirling motion 
due to the phenomenon of hydraulic recoil downstream hydropower plants (Wu 
et al. 2018), an increase in water saturation with oxygen is visible (Da Cruz et 
al. 2021). In the second, in water reservoirs located downstream the dams, there 
may be disturbances in seasonal thermal stratification (Preece & Jones 2002, 
Magadza 2010), as well as reduction of temperature amplitudes within hydro-
power plants (Pimenta et al. 2012). The trophic changes concern the possible re-
mobilization of phosphorus accumulated in bottom sediments below hydropow-
er facilities (Winton et al. 2019), which may contribute to the intensification of 
the eutrophication phenomenon (Smith et al. 1999, Zbierska et al. 2015). On the 
other hand, the accumulation of bottom sediments above damming levels favors 
the accumulation of biogenic compounds in them (Bogen & Bønsnes 2001)  
– e.g. it is estimated that 15% of the river's phosphorus load is upstream dams 
(Maavara et al. 2015). This accumulation is associated with changes in the 
transport of suspended sediment, which is also a carrier of trace elements (e.g. 
heavy metals) (Sojka et al. 2018, Sojka et al. 2009, Obolewski & Glińska-
Lewczuk 2013, Wdowczyk & Szymańska-Pulikowska 2021). Mentioned chang-
es in access to the food base have further consequences, including with changes 
in the functioning of water-related ecosystems and in the living conditions of 
aquatic organisms (Wiatkowski et al. 2017, Kjaerstad et al. 2018, Camargo 2018, 
Česonienė et al. 2021). 

The aim of the article is to analyze the physicochemical quality of water 
in the Ślęza hydropower plant in the city of Wrocław in the context of the cur-
rent water quality classification, as well as to estimate the potential impact of 
hydropower plants on this quality. It should be added that the full assessment of 
the quality of surface water in the light of the applicable provisions of the Euro-
pean Union law (Water Framework Directive) includes the assessment of the 
chemical status and the ecological status (or ecological potential) of water bod-
ies (state – natural waters, potential – artificial or heavily modified) (EPC 2000, 
MMEIN 2019). The article focuses on the state of physicochemical elements 
that complement the assessment of the ecological status (potential) (biological 
elements are considered leading in the assessment, while physicochemistry and 
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hydromorphology support this assessment; in the assessment of the chemical 
status, priority substances are taken into account, i.e. especially hazardous to the 
aquatic environment). 

2. Materials and Methods 
2.1. Study area 
The research area covers the lower section of the Ślęza River in the city of 
Wrocław (the left tributary of the Odra River, south-western Poland), near the 
"Sobolewski" hydropower plant. It is located at km 3.014 from the mouth of the 
watercourse, it was built in 1992. It is classified as a small hydropower plant 
(0.024 MW) with a low damming height (4.0 m). It is equipped with one Kaplan-
type turbine, it does not have a fish pass (Wiatkowski & Tomczyk 2018). There 
are three sampling points: 50 m upstream (point 1) and 50 m downstream the 
hydropower plant (point 2), as well as a reference point (comparative; point 3, 
500 m upstream the hydropower plant). Figure 1 shows the location of the re-
search area. 

2.2. Field studies and laboratory analyzes 
Field studies were carried out monthly, from June 2018 to May 2020. Water 
samples were scooped from the subsurface layer, then transferred to bottles and 
transported in a refrigerator to the Environmental Research Laboratory of the 
University of Life Sciences in Wrocław. The analyzes were performed within 
24 hours from the time of collection (Szymańska-Pulikowska & Wdowczyk 
2021). The scope of determinations concerned 10 physicochemical parameters, 
the characteristics of which are presented in Table 1. 

 
Fig. 1. Location of the research area 
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Table 1. Methods for determining the physicochemical parameters of water 

No. Parameter Unit Name of the method 
1. Temperature of water °C Temperature sensor 
2. pH – Potentiometric method 
3. Electrolytic conductivity (EC) μS/cm Conductometric method 
4. Turbidity NTU Nephelometric method 
5. Ammonium nitrogen (NH4-N) 

mg/L 
Spectrophotometric method 6. Nitrate nitrogen (NO3-N) 

7. Nitrite nitrogen (NO2-N) 
8. Total phosphorus (TP) 
9. Dissolved oxygen (DO) Electrochemical sensor 
10. Biochemical oxygen demand (BOD5) Dilution method 

2.3. Analysis of the results 
The results of the above-described physicochemical analyzes were further ana-
lyzed. It was based on checking the statistical significance for individual param-
eters between the analyzed points using the ANOVA test for repeated meas-
urements for p < 0.05 (SPSS Statistics 26, IBM), performing basic statistical 
analyzes (Statistica 13, Dell), characterizing the variability in parameter values 
(Excel 2013, Microsoft) and classifying the results in in the context of the cur-
rent quality requirements for surface waters (in this case, their physicochemical 
status) in water bodies, in accordance with the implementation of the require-
ments of the Water Framework Directive to Polish conditions. The studied 
points are located in a heavily modified surface water body – Ślęza from Mała 
Ślęza to Odra (PLRW60001913369), which is classified as a lowland sandy 
loam river (abiotic type 19). The information about the classification of the 
physicochemical quality of water in the analyzed points is shown in Table 2. 

 
Table 2. Information for the classification of the physicochemical quality of water at the 
tested measuring points on the Ślęza River, belonging to the abiotic type 19 (MMEIN 2019) 

Classification 
 
Parameter (unit) 

Limit values 
1st class  

(very good status) 
2nd class  

(good status) 
Below good 

status 
Temperature (°C) ≤ 22.0 22.1-24.0 > 24.0 
pH (-) 7.4-8.0 6.7-8.1 < 6.7, > 8.1 
EC (μS/cm) ≤ 411 412-553 > 553 
NH4-N (mg/L) ≤ 0.170 0.171-0.553 > 0.553 
NO3-N (mg/L) ≤ 1.6 1.7-2.5 > 2.5 
NO2-N (mg/L) ≤ 0.01 0.02-0.03 > 0.03 
TP (mg/L) ≤ 0.20 0.21-0.30 > 0.30 
DO (mg/L) ≥ 7.0 6.6-6.9 < 6.6 
BOD5 (mg/L) ≤ 2.6 2.7-3.7 > 3.7 
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For a more complete comparison of the results, an analysis was also 
performed using the Universal Water Quality Index – UWQI (Boyacioglu 2007, 
Tomczyk & Wiatkowski 2021b). It is calculated based on each parameter's 
equations and the weights assigned to them (Table 3). The 90th percentile of 
parameter values is used for the calculation (for dissolved oxygen, the 10th 
percentile due to the inversely proportional relationship between its concentra-
tion and water quality), which takes into account possible measurement errors. 

After calculating mentioned elements, the final index value is deter-
mined from the formula (1): UWQI = I W  1) 

where UWQI is the final index value, Ii is the sub-index value for each parame-
ter (in the range from 0 to 100), Wi is the weight value for each parameter, and 
n is the number of parameters considered in the calculations. 

The final classification consists of five classes ranging from excellent to 
poor, based on the index's final value on a scale of 0 to 100. The point scale is 
as follows: 95-100 – excellent water quality, 75-94.9 – good, 50-74.9 – moder-
ate, 25-49.9 – poor, 0-24.9 – bad. 

Spatial analyzes concern the comparison of the results between the ex-
amined points, located within the hydroelectric power plant, and the temporal  
– the variability in the analyzed two-year research period. 

 
Table 3. Determination of sub-indices values for Universal Water Quality Index  
– UWQI (Boyacioglu 2007, Tomczyk & Wiatkowski 2021b) 

Parameter Weightage Value range Equation 

pH WpH = 0.085 
6.6-8.5 IpH = 100 

5.5-6.4 and 8.6-9.0 IpH = 50 
< 5.5 and > 9.0 IpH = 0  

NO3
1 WNO3 = 0.251 

≤ 5.0 mg/L INO3 = 100 
5.1-10.0 mg/L INO3 = -10(NO3) + 150 

10.1-20.0 mg/L INO3 = -4.5(NO3) + 95 
> 20.0 mg/L INO3 = 0 

TP WTP = 0.166 

≤ 0.02 mg/L ITP = 100 
0.021-0.16 mg/L ITP = -357.14(TP) + 107.14 
0.161-0.65 mg/L ITP = -91.837(TP) + 64.964 

> 0.65 mg/L ITP = 0 
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Table 3. cont. 

Parameter Weightage Value range Equation 

DO WDO = 0.332 

≥ 8.0 mg/L IDO = 100 
6.0-7.9 mg/L IDO = 25(DO) – 100 
3.0-5.9 mg/L IDO = 15(DO) – 40 
< 3.0 mg/L IDO = 0 

BOD5 WBOD = 0.166 

< 3.0 mg/L IBOD = 100 
3.0-4.9 mg/L IBOD = -25(BOD) + 175 
5.0-6.9 mg/L IBOD = -22.5(BOD) + 162.5 
≥ 7.0 mg/L IBOD = 0 

Designations in the table: 1 – NO3 = 4.43 NO3-N 

3. Results and discussion 
3.1. Basic statistics 
Table 4 presents the basic results of the physicochemical analyzes performed. The 
greatest differences in the values between the points concerned temperature and 
DO. In the case of temperature, it can be seen that below the hydropower plant it 
fluctuated in a narrower range than in the other points (respectively: point 2  
– from 0 to 21.5°C, point 1 and 3: 0-22°C and 0-21.9°C; standard deviation: 7.58, 
7.78 and 7.76°C), which is also reflected in the lower median. In the case of dis-
solved oxygen, there is an increase in its amount below the damming, as a result 
of the aforementioned hydraulic bounce (median values: point above the hydro-
power plant – 7.6 mg/L, point below the hydropower plant – 8.15 mg/L, reference 
point – 7.3 mg/L). Other parameters did not show as much variability as the 
above – in the context of the convergence of the amplitudes of the values and the 
median values (e.g. for EC, despite the greater range of results in points 2 and 3 
compared to 1, no large differences were found between the median of its value; 
similar relationships can be seen for turbidity or NO3-N). 
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Table 4. Basic results of the conducted physicochemical analyzes 

Points 

St
at

ist
ic

s 

Parameters (unit) 

Te
m

pe
ra

tu
re

 (°
C)

 

pH
 (-

) 

EC
 (μ

S/
cm

) 

Tu
rb

id
ity

 (N
TU

) 

N
H

4-N
 (m

g/
L)

 

N
O

3-N
 (m

g/
L)

 

N
O

2-N
 (m

g/
L)

 

TP
 (m

g/
L)

 

D
O

 (m
g/

L)
 

BO
D

5 (
m

g/
L)

 

1 
– 

 
up

str
ea

m
  

Śl
ęz

a 
H

P 

min 0.0 7.0 466 1.30 0.090 0.5 0.015 0.060 4.8 0.8 

max 22.2 8.8 1680 18.50 1.030 10.5 0.304 0.460 12.0 10.8 

med. 10.7 8.2 1104 4.10 0.205 1.7 0.030 0.285 7.6 2.3 

x̄ 11.9 8.1 1119 5.02 0.267 2.5 0.049 0.271 7.9 3.4 

SD 7.8 0.5 272 3.95 0.204 2.3 0.061 0.098 2.3 2.6 

2 
– 

do
w

ns
tre

am
 Ś

lę
za

 
H

P 

min 0.0 7.0 466 1.20 0.030 0.5 0.015 0.170 5.8 1.0 

max 21.5 8.8 1772 20.80 1.030 10.6 0.307 0.500 12.6 12.8 

Med. 10.5 8.2 1104 3.80 0.205 1.5 0.029 0.285 8.2 2.5 

x̄ 11.7 8.1 1121 5.09 0.268 2.5 0.054 0.300 8.3 3.4 

SD 7.6 0.5 287 4.79 0.205 2.5 0.066 0.080 1.9 2.8 

3 
– 

re
fe

re
nc

e 
 

po
in

t 

min 0.0 6.9 468 1.10 0.010 0.6 0.012 0.160 4.6 0.9 

max 21.9 8.8 1770 25.60 1.040 8.6 0.289 0.510 10.9 9.3 

med. 10.7 8.2 1113 3.99 0.195 1.6 0.027 0.295 7.3 2.4 

x̄ 11.9 8.1 1123 5.49 0.249 2.5 0.047 0.295 7.8 3.2 

SD 7.7 0.5 284 5.56 0.219 2.3 0.059 0.083 2.0 2.2 

Designations in the table: med. – median, x̄ – mean, SD – standard deviation 

3.2. Temporal and spatial variability of parameter values at the analyzed 
points – ANOVA for repeated measures 
In order to reliably determine whether the values of the considered physico-
chemical parameters actually change in a specific, ordered way over time, the 
ANOVA analysis was performed (Table 5). It shows that only for temperature 
statistically significant variability is visible, which is reflected in the pairwise 
comparison, in which the results were found to be significant between points 
1 and 2 and 2 and 3, and also in the highest effect size of all analyzed parame-
ters (ηp

2 = 0.169). Moreover, in the pairwise comparison for DO and NH4-N 
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between points 2 and 3 as well as 1 and 3 showed statistically significant rela-
tionships. However, they will be omitted from the analysis as they do not relate 
to the assessment of the impact of a hydropower plant. 

 
Table 5. Summary of the results of the within-group analysis of variance for repeated 
measures (ANOVA) 

Parameter df Error df F p (< 0.05) ηp
2 

Temperature 1.801 41.426 4.666 0.018* (1/2, 2/3) 0.169 
TP 1.157 26.619 3.249 0.078 0.124 
DO 1.447 33.280 2.895 0.084 (2/3) 0.112 
NH4-N 1.382 31.783 1.569 0.224 (1/3) 0.064 
Turbidity 1.141 26.248 1.370 0.258 0.056 
pH 1.895 43.578 1.183 0.314 0.049 
NO2-N 1.061 24.395 0.972 0.339 0.041 
EC 1.288 29.622 0.171 0.745 0.007 
BOD5 1.841 42.337 0.161 0.835 0.007 
NO3-N 1.164 26.764 0.035 0.885 0.002 

Designations in the table: df – degrees of freedom, F – F-value (variance of the group 
means / mean of the within group variances), p – statistical significance, ηp2 – effect size 
for the parameter (comparison between the sum of squares of an effect for one parameter 
and the sum of squares error in the ANOVA), * – statistically significant value (p < 0.05), 
the numbers in parentheses – statistical significance between the points in the pairwise 
comparison 

Checking the temporal variability of the water temperature between the 
points above and below the hydropower plant on the Ślęza River showed that in 
14 out of 24 months below the damming structure, the water cooled, and in the 
next 10 months – warmed or its temperature did not change any changes were 
found in 5 months). The scope of these changes ranged from -0.95°C to +0.4°C 
at the lower stand of the hydropower plant. If there was a heating of water be-
low a hydropower facility, it usually took place in the winter half-year (Novem-
ber 2018, January, November and December 2019, February 2020), while cool-
ing – in the summer half-year (especially from June to September). These de-
pendencies are shown in Figure 2. 
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Fig. 2. The temperature difference variability between the points downstream (P2) and 
upstream the hydropower plant (P1) on the Ślęza River in Wrocław, June 2018 – May 2020 

3.3. Assessment of the physicochemical quality of water within 
a hydropower plant based on WFD classification 
The physicochemical quality of water in the area of the Ślęza hydropower plant 
does not meet the assumed standards (Table 6). Exceedances of the limit values 
were recorded for 8 out of 9 assessed parameters (except for temperature). The 
factor deteriorating the physicochemical condition of water is primarily the 
constantly high conductivity values, which remained outside the assumed 
standards in 23 out of 24 months (the maximum value of exceedances was 
220% of the standard). As for the amount of exceedances, the most outlier pa-
rameter is NO2-N – depending on the point, the amount of exceedances ranged 
from 865% to 923% in relation to the limit value; the standards were not met in 
11 of the 24 surveyed months. In the case of other parameters, the scale of ex-
ceedances of the limit values was not so large (in terms of the size, NO3-N can 
also be mentioned – from 245% to 319%, as well as BOD5 – from 151% to 
246% of exceedances compared to the norm; in terms of the number of exceed-
ed pH – 12 or 13 out of 24 months with exceedances of the limit value). 

The presented results are consistent with the results obtained from the 
water quality monitoring data for the measuring point Ślęza – estuary to the 
Odra River, belonging to the same body of surface water as the analyzed points 
(PIEP 2017). In relation to 2016, the most exceedances were recorded for EC – 
100% (maximum exceedance by 130% compared to the standard), while the 
maximum exceedances against the standard – for NO2-N (1593% compared to 
the limit value, 66.7% exceedances per year). The remaining parameters rea-
ched intermediate values - in relation to the percentage of exceedances, it was as 
follows: NO3-N = TP > pH > DO > BOD5 > NH4-N > temperature of water 
(respectively: 58.3% > 37.5% > 25.0% > 12.5% > 8.33% > 0.00%). 
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Table 6. Classification of the physicochemical quality of water at points within  
the hydropower plant on the Ślęza River in Wrocław, June 2018 – May 2020 

Parameter 
(unit) 

Limit 
value 
for 2nd 
class 

Point 
numer 

Number of 
exceedances 

The 
maximum 

value of the 
parameter 

The maximum 
amount of 

exceeding the 
limit values 

Temperature 
(°C) ≤ 24.0 

1 0 22.2 0 
2 0 21.5 0 
3 0 21.9 0 

pH  
(-) 

6.7 – 
8.1 

1 12 (50.0%) 8.8 8.64% 
2 13 (54.2%) 8.8 8.64% 
3 12 (50.0%) 8.8 8.64% 

EC  
(μS/cm) ≤ 553 

1 23 (95.8%) 1680 204% 
2 23 (95.8%) 1772 220% 
3 23 (95.8%) 1770 220% 

NH4-N 
(mg/L) ≤ 0.553 

1 2 (8.33%) 1.03 86.3% 
2 2 (8.33%) 1.03 86.3% 
3 2 (8.33%) 1.04 88.1% 

NO3-N 
(mg/L) ≤ 2.5 

1 9 (37.5%) 10.47 319% 
2 9 (37.5%) 10.57 323% 
3 9 (37.5%) 8.64 245% 

NO2-N 
(mg/L) ≤ 0.03 

1 11 (45.8%) 0.304 913% 
2 11 (45.8%) 0.307 923% 
3 11 (45.8%) 0.289 865% 

TP  
(mg/L) ≤ 0.30 

1 8 (33.3%) 0.46 53.3% 
2 10 (41.7%) 0.50 66.7% 
3 10 (41.7%) 0.51 70.0% 

DO  
(mg/L) ≥ 6.6 

1 7 (29.2%) 4.8* 27.2% 
2 4 (16.7%) 5.8* 12.1% 
3 7 (29.2%) 4.6* 30.3% 

BOD5 
(mg/L) ≤ 3.7 

1 8 (33.3%) 10.8 192% 
2 6 (25.0%) 12.8 246% 
3 8 (33.3%) 9.3 151% 

Designations in the table: * – the minimum value of the parameter,  
bold font – parameters analyzed later in the article 

 
As can be seen in Figure 3, except for April 2020, exceedances in the 

EC values occurred constantly. Comparing the results in similar catchments 
(e.g. the Bystrzyca river, which is also the left tributary of the Odra River, with 
similar size and characteristics - in the lower section, EC values ranged between 
312 and 961 µS/cm, with a median of 495 µS/cm; Tomczyk & Wiatkowski 
2021), it can be concluded that this is a feature of this catchment, which is the 
result of its use, geological structure, anthropogenic interactions (for example, 
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the presence of levees on both sides of the river and reinforcements of the 
riverbanks and riverbed in the vicinity of the hydropower plant) and its other 
features. The presence of a hydropower plant has no major impact on the varia-
bility of the value of this parameter (the median difference between the upper 
and lower stands in the analyzed period was 0.25%). 

 

 
Fig. 3. Electrical conductivity values within the hydropower plant on the Ślęza River 
according to the classification of physicochemical water quality, June 2018 – May 2020 

 
With regard to NO2-N, the exceedances were less frequent, but much 

more pronounced (Figure 4) – they were especially visible in April and May 
2020. The reason for the high values of NO2-N in that period was primarily 
intense rainfall, carrying large loads pollution from the entire catchment area of 
the Ślęza River flowing down the watercourse. The catchment area of the Ślęza 
River in its upper and middle reaches is of an agricultural nature, therefore in 
these areas more fertilizers and plant protection products are used, which con-
tain higher levels of nitrogen compounds, and along with surface runoff, these 
compounds can get into the river water. In addition to April and May 2020, in 
July 2019, a water pollution incident of NO2-N also occurred downstream the 
hydropower plant – the reason could be the release of sediments accumulated on 
the damming of the damming structure, and then their resuspension as a result 
of the vortex movement at the bottom site, and finally the release of the stored 
in them NO2-N. These types of sediment resuspension phenomena have been 
studied, for example, within a reservoir hydropower plant in the French Alps 
(Monnin et al. 2018) or on hydraulic models imitating individual technical ele-
ments of hydropower plants (e.g. pressure sand traps, Richter et al. 2021). 
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Fig. 4. Concentrations of NO2-N within the hydropower plant on the Ślęza River in the 
context of the classification of physicochemical water quality, June 2018 – May 2020 

3.4. Universal Water Quality Index (UWQI) 
The results of the calculated water quality index indicate that in each of the 
analyzed points, the water quality was moderate (the third class out of five pos-
sible; Table 7). The best quality was achieved at the point below the hydroelec-
tric power plant on the Ślęza River (point 2), while the weakest – at the refer-
ence point (point 3). The parameter significantly improving the result for point 
2 were the higher values of dissolved oxygen in the research period. In the con-
text of other results, there is a noticeable difference between the BOD5 values 
between points 1, 2 and 3, and also between NO3 concentrations (in the first 
case, less favorable values in points 1 and 2, in the second – in point 3, com-
pared to the rest of the points). The overall results of water quality expressed by 
UWQI do not differ significantly (they are around 7%). 

The presented results for UWQI are consistent with the results for res-
ervoir hydropower plants: Michalice in Poland (Tomczyk et al., 2021), Bakun 
in Malaysia (Ling et al. 2016) and Gongguoqiao in China (Luo et al. 2019). In 
these cases, better water quality was noted, expressed by the water quality index 
below the hydrotechnical structures. A different result was achieved for the 
Irapė hydroelectric power plant in Brazil, where the calculated result was the 
weakest below the damming structure (De Oliveira et al. 2021). With regard to 
run-of-river hydroelectric power plants, such analyzes have hardly been carried 
out (however, physicochemical studies have been performed, e.g. Álvarez et al. 
2020, Fantin-Cruz et al. 2015, Česonienė et al. 2021). 
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Table 7. Universal Water Quality Index (UWQI) calculated for at points within the 
hydropower plant on the Ślęza River in Wrocław, June 2018 – May 2020 

Para-
meter 

Research points 
1 – upstream Ślęza 

HP 
2 – downstream Ślęza 

HP 
3 – reference 

point 
pH 8.50 8.50 8.50 
NO3 25.10 25.10 22.59 
TP 4.88 4.82 4.82 
DO 12.22 15.75 12.96 
BOD5 5.61 5.42 6.69 
UWQI 56.31 59.60 55.57 

4. Conclusions 
As a result of the research, the following conclusions can be drawn: 
1. The Ślęza hydropower plant significantly influences changes in temperature 

and dissolved oxygen. 
2. Water temperature amplitudes below the hydropower plant have decreased 

compared to other points, and the median value is lower. An additional 
noticeable effect is the increase in water oxygenation below the damming. 

3. Statistically significant changes for the examined points were shown for the 
water temperature – in most months (in 14 out of 24) the hydropower plant 
caused its decrease (especially in the summer half-year). Changes in 
temperature differences in the lower station compared to the upper one 
ranged from –0.95°C to +0.4°C. 

4. The physicochemical status of water in the tested points does not meet the 
standards for 8 out of 9 parameters (except the water temperature). 

5. The highest exceedances of the limit values concerned NO2-N (up to 923% 
of the norm), and the most consistent, almost constantly occurring – EC (23 
out of 24 months). The reason for the high NO2-N content was most 
probably the surface runoff from the fields and the resuspension of 
sediments rich in nutrients, and in the case of EC, its high values result from 
the specificity of the catchment area. 

6. The calculated Universal Water Quality Index indicated moderate water 
quality at each point (the most favorable below the hydropower plant, the 
least – at the reference point). 

7. This research is a pilot study on the impact of hydropower plants on changes 
in water quality. 
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Abstract: The main aim of the article is to present a theoretical model of 
a sustainable urban transport system and to indicate the need for changes in the 
approach to it. The issues of sustainable development and functioning of the 
municipal transport system in Olsztyn discussed in the article evoke vivid social 
and political interests of the city's inhabitants. This is mainly due to the impact of 
transport operation on quality of life, the correlation of its development with the 
economic development of the city, and the strong impact of transport on the natural 
environment. Today, it is already known that a coherent and modern transport 
system is an indispensable element of a competitive city. Connecting the city into 
a functional system, it presents it as a system of interdependencies between its 
elements. 
Keywords: urban transport, sustainable transport, transport model 

1. Introduction 
The ongoing urbanization processes in the world, the increase in the share of the 
urban population in relation to the total population, the formation of agglomera-
tions of great importance for economic and social life, places more and more de-
mands on urban transport systems (Kłos et al. 2020) and transport safety 
(Woźniak et al. 2018). It is related to the increasing number of trips (Zochowska 
2012), limitations of land that can be used for transport purposes, problems re-
lated to the impact on the natural environment, as well as congestion and ineffi-
ciency of the urban transport system. Of course, the invention of a mass-produced 
and increasingly accessible car had a huge impact on this. 

Currently, passenger cars are the second type of ubiquitous objects after 
buildings, and only the lack of space means that there are not more of them. More-
over, there is an increasingly visible contradiction between the desire to have 
a car by the inhabitants and the technical possibilities of using it in densely built-
up streets and neighborhoods (Burnewicz 2005). In this situation, it becomes nec-
essary to rationally plan the transport system in which urban transport would be 
treated as a priority and the possibilities to own and use a passenger car would be 
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limited. However, this is a difficult measurement and requires considerable time 
and financial resources. It is also important to identify problems and dysfunctions 
in urban transport, which can significantly contribute to increasing its function-
ality (Tundys 2008). Generally, it can be said that these are problems with social, 
economic and ecological implications (Szołtysek 2008). 

Consequently, it should be added that the period in which buses were the 
only available means of transport for urban travel has definitely passed. City 
transport has irretrievably lost a huge number of passengers traveling from home 
to work every day. In this sense, the urban transport market has not only been 
affected by the outflow of passengers, but also by the loss of state patronage, 
which has not been replaced by anything. The state has completely withdrawn 
from the care of public transport and the self-government in charge of it has not 
received adequate resources for the new tasks. We did not have to wait long for 
the effects of this state of affairs: ticket prices increased, there were not enough 
financial resources for the replacement of rolling stock and the development of 
infrastructure. This largely contributed to the decline in the attractiveness of ur-
ban transport. Also congestion and increased individual motorisation have con-
tributed to the deterioration of transport conditions (Igliński 2008, Altshuler 
1979, Zomkowska 2008, Ciesielski & Szudrowicz 2001, Kosacka-Olejnik 2021). 

This hard-to-stop urban transport degradation process bears the hallmarks 
of a downward spiral. The decreasing number of passengers traveling by bus 
leads to an increase in ticket costs and a lower frequency of their rate, which 
entails a further decrease in the number of passengers transported. In such situa-
tion, the number of passenger cars in the city is increasing. Traffic, noise, and 
emissions are increasing. As a long-term effect, urban space and the natural en-
vironment are degraded and the quality of life of inhabitants decreases (Rudnicki 
& Starowicz 2007). 

The main aim of this article is to present the theoretical model of a sus-
tainable urban transport system and to indicate the need to change the approach 
to it. In particular, this concerns the ways of analysing and diagnosing its prob-
lems, regardless of whether we are dealing with a transport system in a metropol-
itan area or a small town. The aspect of mobility in urban areas is also important 
(Chamier-Gliszczyński & Bohdal 2016, Chamier-Gliszczyński & Bohdal 2016a). 

However, the premises for taking up the topic should be found in the fact 
that modern cities are subject to constant processes of evolution. Thus, urban 
transport systems, which are the pillars of their functioning, are not free from 
change. However, it is important that the necessity of these changes is recognized 
at the right time and subjected to a proper analysis, which will result in a modified 
approach to the programming of sustainable development not only of the urban 
transport system, mobility (Chamier-Gliszczyński 2015), but also of the entire 
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city. Rationality and urban sustainability can be achieved by using effective in-
struments to reduce the intensity of urban transport, as well as by stimulating 
technological and organizational changes in urban transport that reduce its inten-
sity of resources, intensity of energy, nuisance to the environment (Jacyna et al. 
2021) and existing traffic conditions (Prasolenko et al. 2019). 

2. The idea of sustainable development and its specification  
in transport 
In its basic interpretation, the concept, or rather the feature of the state of devel-
opment referred to as sustainability, reflects a concern with the consequences 
arising from various indirect and long term effects and impacts (Borys 2005). In 
short, sustainability is a fundamental human aspiration to protect and improve the 
quality of life. Without going into detail, sustainability is an intuitively under-
standable concept, but as Litman and Burwell point out, it is a category fraught 
with many complex implications (Litman & Burwell 2003). The general outline 
of the concept of sustainable development forms the basis of assumptions made 
in sectoral applications (Borys 2005, Nicolas et al. 2003). Of course, there are 
some difficulties in distinguishing between the concepts of sustainable transport 
and sustainable transport development. Sustainable transport is considered in 
a broad and narrow sense. Sustainable transport, strictly speaking, raises three 
issues. Firstly, it only refers to environmental aspects related to rational human 
activity (for example, minimizing the consumption of environmental compo-
nents, minimizing the emission of pollutants, maximizing the use of waste prod-
ucts (Kryk 1993), therefore, it is called environmentally sustainable transport. 
Second, sustainable transport is considered in terms of two factors: resource scar-
city and climate change. In this sense, sustainable planning is a specialised enter-
prise. Thirdly, sustainable transport is environmentally sustainable mobility 
(Chamier-Gliszczyński 2012), which includes changes in behaviour and an unu-
sual approach in all sectors of the economy. On the other hand, sustainable 
transport in the broad sense is not limited only to the environmental dimension, 
but to the whole triad of aspects. In general, it is a system that reduces the negative 
effects of any transport activity, is characterized by features such as mobility and 
accessibility and, above all, is beneficial for the economy and the user. 

Although there is no uniform definition and uniform perception of the 
content, form and meaning of this concept, most definitions refer to the concept 
of sustainable transport, which from generation to generation can fully function, 
carrying out the processes of moving people and cargo without including materi-
als, energy, and other environmental resources due to each next generation 
(OECD 1991). This approach to the problem is presented in the classic definition 
adopted in 2004 by the European Conference of Transport Ministers and in 2005 
by the Centre for Sustainable Transport. This is the classic definition adopted by 
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the European Conference of Ministers of Transport in 2004 and by the Centre for 
Sustainable Transport in 2005. From this definition it follows that a sustainable 
transport system is one that (Borys 2005): 
 it enables the basic need for access by individuals and society to be met in 

a safe and consistent manner with the needs of human health and ecosystems 
and meets the capital value requirements within a given generation and on an 
intergenerational scale; 

 it is affordable, functions efficiently, offers a choice of means of transport, 
and supports a thriving economy; 

 reduces emissions and waste, taking into account the absorption capacity of 
the planet, minimizes the use of nonrenewable resources, reduces the con-
sumption of renewable resources to a sustainable level, recycles and reuses 
their components, minimizes land use, and reduces noise levels. 

 
According to this definition, the sustainable transport system takes into 

account the criterion of accessibility to transport services in accordance with the 
requirement of health and environmental safety, taking into account the principle 
of intergenerational justice, then the criterion of economic efficiency and the cri-
terion of limiting the environmental impact (Chamier-Gliszczyński 2011, Jacyna 
2018) and use of space. This definition can be considered the most comprehen-
sive and unambiguous and is preferred by many experts in the transport industry. 

Today, the concept of sustainable transport is at the heart of many poli-
cies, strategies, and actions. However, despite four decades of discussion, it can 
be said that it still remains more of a debatable concept than a guideline for real 
action (Dobrzańska 2007). In order to make this concept real in urban transport, 
operational principles for sustainable transport have been identified. These are: 
 The principle of adequate funding for infrastructure necessary to eliminate 

bottlenecks. 
 The principle of political determination to implement the measures proposed 

in the White Paper. 
 The principle of a new local authority approach to urban transport. 
 The principle of meeting the needs of users, in return for increasing mobility 

costs, has the right to expect high-quality services. 
 
Undoubtedly, the concept of sustainable transport under current social 

and economic conditions is an idea that is difficult to implement, as there is little 
chance that the transition from declared ecological values to specific actions will 
take place in a short time. This is because the positive attitude of society toward 
the issues of environmental protection often loses when confronted with the eco-
nomic conditions of functioning. Hence, sustainable transport is still the future as 
too many transport needs are met with a private car. It will be possible to talk 
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about real sustainable urban transport when most of society will abandon cars in 
favour of urban transport, walking, or cycling. However, we should remember 
that only sustainable urban transport is the only one that can prove itself in our 
modern cities. 

3. Towards a sustainable urban transport system 
The road to sustainable urban transport has been outlined. The Lisbon Strategy 
set a new strategic goal for the European Union – to become the most dynamic 
and competitive economy in the world, capable of sustainable economic growth 
accompanied by qualitative and quantitative improvements in employment and 
greater social cohesion. The basic strategy for achieving it is the transition from 
the growth promotion model to a model in which environmental protection and 
rational management of natural resources will become components of develop-
ment patterns (Kozłowski 1994). Urban transport has a significant role to play in 
this process. Every day it faces contradictions between the community demand-
ing more mobility and the public criticizing the delays and congestion of transport 
modes. Reconciling them always seems to be a difficult, even impossible task. 
After all, no one has managed to reconcile the interests of all people or to satisfy 
everyone at once. 

The new path to sustainable urban transport involves the need to break 
away from traditional and dominant patterns, taking into account the civilization 
and cultural megatrends (Stacewicz 1996) that shape the society of the future. 
Sustainable development is currently the only fully crystallized alternative devel-
opment concept. It is a multifaceted concept that covers the basic aspects of de-
velopment (Pyć 2006): social, economic, ecological, spatial and cultural. 

In light of the above arguments, there is no doubt that the development 
of the transport system is a continuous process. There is no end state to which it 
aspires. Each condition achieved is a transitional state that forms the basis of the 
next stage of development. Development understood in this way makes it possible 
to achieve better conditions of functioning by making positive changes. Certainly, 
the process of developing sustainable transport systems must be a conscious, pur-
poseful and prospective activity conducted in the interest of local communities. 
Only then, at least from a purely theoretical point of view, will the conditions of 
sustainable development be created, i. e. the development that will bring the max-
imum social effects, satisfying the participants of this development, appropriate 
and expected individual effects, and will proceed with the minimum risk of fail-
ure (Parysek 2001). 

The above premises indicate that one of the main goals of each city 
should be to create conditions for efficient, safe, and effective movement of peo-
ple while limiting the harmful impact on the natural environment. In this context, 
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adopting a sustainable approach to the city's transport system seems appropriate 
and satisfactory – Figure 1. 

This is indicated by the opinions of the scientific community and the ac-
tivities of local communities associated with various types of associations that 
promote the idea of sustainable development. What is missing are only specific, 
often drastic, and politically unpopular measures that could actually contribute to 
the simultaneous improvement of the quality of life of the inhabitants and the 
natural environment. Without it, the sustainable transport system can only be-
come a fiction. 

 

 
Fig. 1. Sustainable solutions in transport  
Own study based on Urban Mobility in Developing Countries, UITP, Brussels 2007 

 
Continuing the thought, it is obvious that the development of the transport 

system should take place in an orderly manner, based on a mosaic of plans with 
a different spatial scale and a different time horizon. On the other hand, the vision 
of future sustainable transport should present its shape and features desired for 
the region and local communities, differing from its present state by a large set of 
implemented innovative solutions (Burnewicz 2005). Naturally, a vision is not 
a forecast, a plan, or a program, but only the starting ideas for its creation. It is 
a look at the future of transport through the lens of innovation trends around the 
world that can be transferred to it. Hence, on a strictly theoretical basis, it can be 
imagined that this is an optimistic vision, showing a sustainable urban transport 
system as: 
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 efficient, to be able to handle a huge number of passengers at the highest 
possible level; 

 flexible, so that local communities can move according to their preferences 
and expectations, using various forms and means of transport; 

 efficient, so that the financing of transport does not limit investment activity 
in new technologies and its development; 

 integrated not only within the regional transport system itself, but also with 
urban and superregional transport; 

 modern and ecological, so that it attracts crowds of stakeholders and is a pos-
itive element of the city's image, as well as ensuring sustainable development 
of the urban area. 

 
The above list shows that the development of urban transport should 

stimulate economic development and spatial order, improve the image of the city, 
and reduce the differences in development and quality of life in individual areas 
of the city. What is referred to as 'quality of life' depends to a large extent on the 
transport solutions adopted. Not surprisingly, the choice of a particular transport 
option translates into issues such as pollution, noise levels, commuting times to 
work and school, etc. All this, in turn, contributes to the character of the city and 
how it is lived in - pleasant and nice or the opposite. 

4. Determinants of a sustainable model of the Olsztyn urban transport 
system 
Olsztyn's public transport, like similar systems in other Polish cities, is an integral 
part of the complex organism that is the city. Hence, it is subject to numerous lim-
itations and development stimuli, appropriate for an urbanized area. A properly or-
ganized and efficient operating system is of key importance for the proper func-
tioning of the city and the lives of its inhabitants. And its formation is closely  
related to the constant need to move around, which determines the possibility of 
satisfying human needs (Jacyna 2009). This thesis is still relevant today. What 
changes are the requirements and the means by which these challenges can be met. 

This view supports a comprehensive view of transport in Olsztyn, so that, 
as in other Polish or European cities, the passenger can be transported in one 
travel chain upon presentation of one ticket. Therefore, it is necessary to organize 
urban transport in such a way that the competences and scope of action of all 
transport operators are strictly defined and delimited. By its very nature, this leads 
to the conclusion that an institution is needed to manage and coordinate the entire 
public transport system, which should set common transport goals for the city. In 
addition, it should cooperate with the authorities of neighboring communes in 
order to ensure the possibility of satisfying the basic mobility needs of individual 
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communities, limiting the sources of congestion, and ensuring environmental 
protection. In this context, under the circumstances of the existence of numerous 
operators on the local urban transport market, it is most appropriate for the public 
transport organiser to manage it on the basis of regulated competition, which is 
in line with European Union guidelines and Polish legislation. 

And if so, improving the efficiency of urban transport operation requires 
structuring of the functions and competences of the participants in the transport 
process. The model presented in Figure 2 is characteristic of a market correspond-
ing to the conditions of regulated competition. It assumes separation of the sphere 
of organisation from the realisation of transport. In addition, it takes into account 
the functioning of the public regulator and the operation of more than one entity 
in the field of transport with different forms of ownership. The designed model 
considers four levels of functionality: 
 regulation of the market and transport policy; 
 managing the transport offer; 
 provision of transport services; 
 consumption by consumers. 

 
The model presented assumes that integration is a desirable state and 

a way to organize the urban transport system that should be pursued. It is recog-
nized that the integration of urban transport will be both a factor determining the 
quality of life of local communities and influencing the development in the entire 
area of which it is part. As an efficient city transport system attracts new residents, 
tourists, and investors, it contributes to the economic growth of the area and con-
tributes to its image. 

Of course, fulfilling public service objectives does not necessarily mean 
that transport services will be available and consumed by all. The model assumes 
that the organization and financing of services of general interest will concern the 
part of services available on the market that meet certain criteria of general inter-
est. Thus, the correct solution should be considered to directly link the volume of 
journeys made on the basis of free and concessionary travel entitlements with 
financial support for municipal transport from municipal budgets in the form of 
reimbursement of lost revenues on this account. 

The proposed concept of the model aims to improve the functioning of 
public transport and change the current state of the transport system in the city. 
The project postulates based on the public transport system on two subsystems, 
tram and bus transport. At the same time, the designed tram line takes the form 
of a transport spine, supplemented by bus lines with assigned delivery functions. 
This results in the creation of a clear transport system, an increase in the quality 
standard of the provided services and, consequently, an increase in demand for 
public transport services. 
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Fig. 2. Model of the urban transport system of Olsztyn 

 
It should be emphasized that the presented model is also an attempt to 

synthesize the most important elements of the concept of sustainable transport 
development. In particular, strengthening the benefits and reducing the costs of 
transport, including its external costs. It is formulated to meet both the present 
and future needs of the inhabitants of Olsztyn. Therefore, it is not an utopian 
theory to say that Olsztyn can have a public transport system which would allow 
efficient travel in a spatially integrated and environmentally balanced way. It is 
enough that the current subjective barriers and prejudices of all its stakeholders 
will be eliminated. 
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5. Conclusions 
1. The issues of the sustainable model of the urban transport system in Olsztyn 

evoke vivid social and political interests of the city's inhabitants. This is 
mainly due to the impact of the functioning of transport on the quality of life, 
the correlation of its development with the economic development of the city, 
and the strong impact of transport on the natural environment. 

2. The condition for the efficient and effective functioning of public transport is 
the provision of appropriate organizational solutions. It turns out that the way 
of organization and management translates into appropriate quality and size 
of the transport offer. 

3. Properly organized and managed urban transport, ensuring the implementa-
tion of transport demands at the appropriate level, is also a condition for ra-
tionalizing the costs of providing transport services and increasing its attrac-
tiveness. 

4. A sustainable urban transport system is an essential element of a competitive 
city. It connects the area in a functional system and presents the city as a sys-
tem of interdependencies between its elements. 
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Abstract: The study presents the possibility of using chlorophyta in the removal of 
cadmium and lead ions from industrial wastewater produced after the washing of 
equipment used in the manufacture of battery and batteries. The process was 
conducted with the use of two algal cultures: Raphidocelis subcapitata produced in 
laboratory conditions, and a mixed chlorophyta population collected from a natural, 
eutrophicated water reservoir with heavy metal ions present in the water and sludge. 
The study showed that the effectiveness of a pure algal culture is comparable to that 
of a mixed chlorophyta population, characterized by greater diversity of functional 
groups at binding sites and higher resistance to stress that may occur in the 
wastewater environment. The maximum effectiveness of ions sorption was 64% for 
cadmium (mixed algal population) and 60% for lead (Raphidocelis subcapitata). 
Keywords: algae, heavy metals, cadmium, lead, biosorption,  
Raphidocelis subcapitata 

1. Introduction 
Currently, there is growing interest in biological methods of removing heavy 
metal ions from wastewater. The most popular methods are biosorption and bio-
accumulation. Biosorption takes place on the surface of a cell and involves the 
exchange of substances diffusing into the cell and metabolites transferred out of 
it. Dynamic exchange of substances present within the cell with the ones around 
it determines constant regeneration of the cell surface and the ability to sorb new 
molecules. This process may be equally efficient with live and dead matter 
(Romera et al. 2007, Jayakumar & Govindaradjane 2017). 

Bioaccumulation involves the accumulation of ions or chemical com-
pounds, such as chlorinated hydrocarbons or heavy metal salts, inside a cell. It often 
has a detrimental effect on the cell organelles, e.g., leading to chlorophyll loss, 
lower enzymatic activity, or prolonged regeneration time. As a result of gradual 
degradation, the cell decomposes and releases the accumulated substances to the 



824 Katarzyna Cygnarowska 
 

environment (Filipiuk et al. 2006). Bioaccumulation requires the supply of meta-
bolic energy, so it only occurs with the participation of living organisms. 

The most commonly used biological method of wastewater treatment is 
biosorption. For many years, this process has been subject to many laboratory 
studies, which have proved beyond doubt that some groups of microorganisms, 
such as fungi, yeast, bacteria and algae, may sorb various dangerous substances, 
i.a., heavy metal ions, from the environment (Tab. 1) (Wang & Chen 2009). 

 
Table 1. Effectiveness of different groups of organisms removing ions of selected 
heavy metals 

Metal Biosorbent Organism Metal content 
[µmol/g d.m.] 

Cd2+ 

Brown algae Ascophyllum nodosum 1900 
Aquatic plants Potamogeton luceus 1100 
Bacteria Bacillus sp. 900 
Yeast Candida tropicalis 530 
Fungi Rhizopus arrhizus 240 

Cu2+ 

Aquatic plants Potamogeton luceus 1280 
Bacteria Bacillus sp. 2400 
Yeast Candida tropicalis 1270 
Fungi Rhizopus arrhizus 253 

Ni2+ 
Brown algae Ascophyllum nodosum 680 
Yeast Candida tropicalis 340 
Fungi Rhizopus arrhizus 305 

Pb2+ 

Brown algae Saragassum natans 1300 
Aquatic plants Potamogeton luceus 1360 
Bacteria Bacillus sp. 2110 
Fungi Absidia orchidis 1700 

Zn2+ 

Aquatic plants Potamogeton luceus 1000 
Bacteria Bacillus sp. 2110 
Yeast Candida tropicalis 460 
Fungi Rhizopus arrhizus 310 

(Filipiuk et al. 2006) 
 
The phenomenon of biosorption can be compared to the process of ion ex-

change. The sorption of metals occurs thanks to the presence of i.a., various poly-
saccharides containing functional groups (carboxyl, phenol, hydroxyl, etc.) on the 
cell surface (Ramrakhiani et al. 2011). Other mechanisms that may stimulate this 
process are complexation, microprecipitation or oxidation – reduction reactions, 
and physical adsorption. (Jayakumar & Govindaradjane 2017, Mata et al. 2008). 
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The main advantages of biosorption used in removing metal ions from 
wastewater are the ease of separating the biomass from the solution, and the pos-
sibility to regenerate and use the same biomass several times. As for disad-
vantages, the mechanical strength of microorganisms is rather poor. 

The process of biosorption of heavy metals from wastewater is based on 
the contact between the solid body and the liquid, which can be static or dynamic. 
In both methods, biomass is mixed with the solution to be purified, and after 
a specific incubation time, it is separated from the purified solution and regener-
ated via the desorption of metal ions. If the process is carried out in several steps, 
its effectiveness is greatly improved (Filipiuk et al. 2006).  

The sorption capacity of freshwater and seawater algae is one of the high-
est out of all microorganisms used in biosorption. Their high effectiveness in the 
removal of heavy metal ions has been proved by many researchers (Bădescu et 
al. 2017, Flouty & Estephane 2012). The doubtless advantages of most kinds of 
algae are their common occurrence, easy culture, and high affinity for various 
metal ions. The biosorption process with the use of algae allows for the recovery 
of the sorbed metal ions and easy disposal (Ibrahim et al. 2018, He & Chen 2014). 

Algae are effective as biosorbents, especially in removing low concen-
trations of heavy metal ions. The removal of concentrations higher than several 
mg/dm3 is less effective. The aim of the work is to present the possibility of using 
chlorophyta in the removal of cadmium and lead ions from industrial wastewater 
produced after the washing of equipment used in the manufacture of batteries. 
The research was conducted with the use of a model solution and wastewater.  

2. Methodology and course of the study 
2.1. The origin of algae 
The experiments were carried out with the use of algae from two cultures: Raphi-
docelis subcapitata proliferated in laboratory conditions from a lyophilized pure 
culture, and a mixed chlorophyta population from a natural water reservoir. 

In culture 1, i.e., a pure Raphidocelis subcapitata culture, there were few 
cells of Scenedesmus quadricauda (< 0.1%), which got to the environment despite 
the sterilization of the medium. Raphidocelis subcapitata algae are commonly 
found in natural surface standing waters, mostly in temperate climate conditions. 

Culture 2 was obtained from the highly eutrophicated Poraj dam reser-
voir, located at 763.3 km of the Warta River in the southern part of Poland. Each 
year, there are algal blooms in that reservoir, mainly including chlorophyta, 
whose abundant development causes water alkalization in the process of photo-
synthesis. High pH fosters the precipitation of metal ions. Tests of water and 
sludge from the reservoir confirmed the presence of metals such as nickel (15-59 
mg Ni/kg), cadmium (1.5-2.3 mg Cd/kg), and copper (3.3-7.5 mg Cu/kg) 
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(Rosińska & Dąbrowska 2008). Culture 2 is a mixed population of chlorophyta, 
mostly made up of Tetrasporales, Chlorosarcinales, Chlorococcales, and Vol-
vocales obtained from the water of the reservoir. 

2.2. The culture medium 
The culture medium used in the culture process was prepared in accordance with 
the applicable regulation (Commission Directive No. 92/69/EEC of 31.07.1992). 
The stock solutions contained the following salts: 
 Solution I: 1.5 g NH4Cl, 1.2 g MgCl2 × 6H2O, 1.8 g CaCl2 × 2H2O,  

1.5 g MgSO4 × 7H2O and 0.16 g KH2PO4, 
 Solution II: FeCl3 × 6H2O, 0.08 g and disodium edetate  

(Na2EDTA) × 2H2O, 0.1 g, 
 Solution III: 0.185 g H3BO3, 0.415 g MnCl2 × 4H2O, 0.003 g ZnCl2,  

0.0015 g CoCl2 × 6H2O, 0.00001 g CuCl2 × 2H2O and 0.007 g 
Na2MoO4×2H2O, 

 Solution IV: 50 g NaHCO3. 
 
Four stock solutions were prepared by entering weighted amounts of the 

selected salts and complementing them with distilled water up to the volume  
of 1 dm3. The solutions were sterilized and then kept in dark bottles at 4°C. 

The stock solutions were used to prepare the culture medium for the cul-
ture of algae. 10 cm3 of stock solution I was entered into a 1 dm3 volumetric flask, 
and then 1 cm3 samples of the remaining stock solutions (II, III and IV) were 
added; finally, it was complemented with deionized water up to the volume  
of 1 dm3. 

2.3. Origin of wastewater 
The wastewater used in the experiment had a weakly acidic reaction (pH = 6.1) 
and contained the following concentrations of heavy metal ions: Cd – 21.7 mg/dm3, 
Ni – 72.4 mg/dm3, Zn – 84.1 mg/dm3, Cu – 36.2 mg/dm3, Pb – 58.4 mg/dm3. 
The wastewater came from battery production industry, in particular, from the 
washing of equipment used in manufacture technology. Samples of wastewater 
were collected to plastic containers and kept at the temperature of 4°C. The sam-
pling took place just after the process of washing of the equipment, directly from 
the outlet to the treatment plant.  
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2.4. Model study: determination of metal ions in algae and in the culture 
medium 
Before the sampling of algae, the cultures were mixed, and algae samples were 
entered into a number of bioreactors with 50 cm3 culture medium. Then, specific 
amounts of heavy metal ions were entered so as to achieve the desired concentra-
tion. After the assumed exposure time, the samples were centrifuged for 5 minutes 
at 5,000 rpm. Finally, the culture medium and the biomass were separated. 

2.4.1. Determination of metal ions in the model solution 

The model solution was the centrifuged culture medium (section 2.4.). 30 cm3 of 
medium was taken from each centrifuged sample and filtered through a qualita-
tive filter; afterwards, each sample of the filtrate was placed in a tight, sterile 
plastic container. Next, each sample was acidified with concentrated HNO3 up to 
pH of approx. 2 and kept at 4°C until the assay with the flame atomic absorption 
spectroscopy method (AAS) in accordance with the standard PN-81/C-04570/01. 

2.4.2. Preparation of biomass 

The biomass obtained after centrifugation (section 2.4.) was placed in a quartz 
vaporizer and then dried up to dry matter at 105°C, ground in a mortar and 
weighed. Then, the samples were subject to mineralization in accordance with 
PN – EN 14084:2004 in a VELP DK20 mineralizer. The samples were transferred 
to the mineralizer reaction vessels and flooded with 12.5 cm3 of aqua regis (HCl 
38% and HNO3 65% at the ratio of 3:1). The procedure was carried out in three 
successive temperature ranges (I – 20 minutes at 70°C, II – 40 minutes at 100°C, 
III – 30 minutes at 140°C). After the procedure, the hot samples were filtered 
through qualitative filters to measuring cylinders and complemented with dis-
tilled water up to 50 cm3. Then, the samples were placed in sterile plastic con-
tainers and kept at 4°C until the determination of heavy metal ions content with 
the atomic absorption spectroscopy method (AAS). The experiment was per-
formed in three iterations.  

2.5. Experiment using wastewater: determination of metal ions in algae  
and wastewater 
The experiment was carried out with the use of the same algae that were used in 
the model study. A number of samples containing algae and culture medium  
(50 cm3) were collected and then centrifuged to separate the medium from the 
biomass. The culture medium was removed and the remaining biomass (approx. 
7 cm3) was washed several times with redistilled water and then entered into re-
actors containing wastewater (43 cm3). After the assumed exposure time, the sam-
ples were centrifuged and the wastewater and biomass were separated. 
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In the subsequent stages of the study, the procedure was the same as in 
the case of preparing the model solution (section 2.4.1) and biomass (section 
2.4.2) in the model study. 

2.6. Algal culture 
Both cultures had similar conditions of development. They were kept at the tem-
perature of 25°C (±2°C) and continuously lit with fluorescent lamps. The number 
of algal specimens developing in the culture medium was determined with the 
use of a microscope and a Sedgwick-Rafter Counting Cell. The experiment began 
after obtaining the culture with the density of 2,500,000 specimens in 1 cm3 of the 
medium. 

2.7. Procedure of the experiments 
2.7.1. Model study 

The concentrations of metal ions used in the model study were adjusted to the 
contents of heavy metal ions in the wastewater. Thus, it was possible to compare 
the results of the experiment done with the model solution and the experiment 
using wastewater. For the same reason, the pH of the culture medium was ad-
justed to 6.1, i.e., the pH of the wastewater. In order to maintain the same condi-
tions of procedures with the use of wastewater and the model solution, all five 
heavy metal ions present in the wastewater were entered into the model solution, 
although this study only focuses on the assessment of effectiveness of biosorption 
of ions of cadmium and lead. 

Solutions of metal compounds in the amounts corresponding to their con-
centrations in the wastewater were entered into 50 cm3 of culture medium con-
taining the algae Raphidocelis subcapitata (culture 1). Cadmium was entered in 
the form of salt Cd(NO3)2×4H2O in the amount corresponding to 21,7 mg/dm3, 
and lead – in the form of Pb(NO3)2 – in the amount of 58,4 mg/dm3. The control 
solution contained the culture medium and Raphidocelis subcapitata algae with-
out the added metals. 

The experiments were carried out for six exposure times: 1, 10, 30, 60, 
120 minutes and 24 hours. After the lapse of the each time of contact between 
metals and the algal biomass, the contents of cadmium and lead ions were deter-
mined in the model solution and in the algal biomass (section 2.4).  

A similar experiment was carried out for culture 2, containing a mixed 
chlorophyta population. The experiment was performed in three iterations. 

2.7.2. Experiment using wastewater 

Algae Raphidocelis subcapitata were entered into the samples of wastewater con-
taining metals (culture 1). The time of contact of metals in the wastewater with 
the algae was 1, 10, 30, 60, 120 minutes or 24 hours, and after the lapse of each 
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time, the contents of cadmium and lead ions in the biomass were determined. 
A similar experiment was carried out for culture 2, containing a mixed chloro-
phyta population. The experiment was performed in three iterations. 

3. Results and discussion 
Before the study, the contents of cadmium and lead in both cultures were deter-
mined. The population of Raphidocelis subcapitata did not contain any Cd or Pb 
ions. Cadmium ions (< 0.01 mg Cd/gd.m.) and lead ions (0.01mg Pb/gd.m.) were 
observed in the mixed algal population collected from a natural water reservoir. 
After specific times of contact between algae and metals, the process was con-
trolled by determining the concentrations of metal ions in the algal biomass and 
in the model solution or wastewater. The effectiveness of the process was as-
sessed with reference to the control samples. 

3.1. Model study 
The model study of cadmium ions showed an increase in the content of this ele-
ment in the algal biomass of both cultures (Fig. 1). The degree of cadmium ions 
removal by Raphidocelis subcapitata (culture 1) was higher and achieved much 
more quickly than in the case of a mixed chlorophyta population (culture 2). Even 
in the first minute, the sorption of cadmium in the biomass amounted to 
6.33 mg/gd.m., while the mixed population sorbed 1.38 mg/gd.m. after one minute 
of exposure. The maximum saturation for culture 1 was achieved after 60 minutes 
of contact (8.26 mg/gd.m.), and retained at least for 60 minutes thereafter. After 
24 hours, cadmium ions were partially desorbed (6.42 mg/gd.m.). For culture 2, 
maximum saturation was never achieved. The sorption of Cd ions by a mixed 
chlorophyta population was growing for the whole duration of the experiment. 
After 24 hours, it was 8.16 mg/gd.m. 

In the initial stages of the process, the effectiveness of cadmium ions 
removal from the model solution was several times higher with the use of 
Raphidocelis subcapitata. After 24 hours, the situation changed and the 
effectiveness of Cd ions removal by the mixed chlorophyta population did increase, 
but the time needed for this to occur was much shorter in the case of culture 1. 

The dynamics of lead ions removal shows an increase in the content 
of that element in biomass for both cultures (Fig. 1). From the 10th minute  
to the end of the experiment, the culture of Raphidocelis subcapitata (culture 1) 
displayed relatively unchanged, high effectiveness of sorption of Pb ions  
(10.0-10.8 mg/gd.m.). This proves that doing the experiment for longer than 
10 minutes is useless and ineffective. The mixed chlorophyta population (culture 
2) displayed much lower effectiveness of lead ions removal than did Raphidocelis 
subcapitata after shorter exposure times (up to 30 minutes). However, from the 
60th minute on, it was approx. 15% more effective (12.5-12.9 mg/gd.m.). 
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Fig. 1. Changes in cadmium and lead concentrations in the algae biomass depending  
on the time of exposure 

 
To conclude, for shorter exposure times, Raphidocelis subcapitata (cul-

ture 1) displayed much better affinity for cadmium and lead ions removal than 
a mixed chlorophyta population with greater diversity of binding sites.  

3.2. Experiment using wastewater 
The experiment using wastewater proved the higher effectiveness of cadmium 
ions sorption by the mixed algal population than by Raphidocelis subcapitata 
(culture 1) (Fig. 2). The effectiveness of a mixed population (culture 2) was on 
average two times higher for nearly all the times of contact between the biomass 
and Cd ions. After 24 hours, it was more than 4.5 times higher, because cadmium 
ions in culture 1 were desorbed. The best effect of cadmium ions removal for the 
mixed algal population was achieved in the 60th minute (8.02 mg/gd.m.), and for 
Raphidocelis subcapitata in the 120th minute (4.07 mg/gd.m.). 
 

 
Fig. 2. Changes in cadmium and lead concentrations in the algae biomass depending  
on the time of exposure 
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In the case of Raphidocelis subcapitata, the effectiveness of lead ions 
removal from the wastewater was comparable to the effectiveness of sorption in 
the model study. Culture 1 achieved the maximum saturation (Fig. 2) after 
60 minutes (11.05 mg/gd.m.). For shorter exposure times, the mixed algal popula-
tion displayed almost 3 times lower effectiveness of removing lead ions from the 
wastewater. It only achieved the maximum effectiveness after two hours  
(9.22 mg/gd.m.). 

On the basis of the results of cadmium and lead ions removal from 
wastewater, it was proved that the use of a mixed algal culture makes it possible 
to achieve a higher level of sorbing ions of both elements in the biomass than the 
use of Raphidocelis subcapitata. The mixed algal population displays high effec-
tiveness of removing cadmium ions from wastewater and is only 15% less effec-
tive in removing lead ions (after 120 minutes). 

The experiment showed a varied degree of removal of cadmium ions, 
depending on the medium, exposure time, and the used algal culture (Fig. 3). 
Cadmium was most effectively removed from the model solution byRaphidocelis 
subcapitata (67%). A similar degree of removal was achieved with the use of the 
mixed algal population but only after 24 hours of exposure. An opposite trend 
was observed in the wastewater, where the mixed algal population displayed at 
least two times higher effectiveness of sorbing cadmium ions than did Raphi-
docelis subcapitata for all exposure times (after 120 minutes, culture 1: 34%, 
culture 2: 64%). 

 

 
Fig. 3. Percentage removal of cadmium and lead ions after 120 min. 
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The obtained results proved that the effectiveness of removing lead ions 
is relatively high in the case of culture 1 and around 57-61% in the model study 
and in the wastewater. Raphidocelis subcapitata displayed high affinity for lead 
ions removal in the selected pH conditions (6.1) and resistance to various sub-
stances present in the wastewater. 

In the model study, the process of lead ions removal with the use of 
a mixed chlorophyta population was slower. Finally, the mixed population 
proved to be a 16% more efficient biosorbent of lead, but only after 60 minutes 
of exposure (71% removal). In the case of culture 2, lead ions were removed less 
efficiently from the wastewater than from the model solution. The mixed popu-
lation achieved the maximum saturation after 120 minutes of contact, which cor-
responded to 50% effectiveness of lead ions removal.  

Raphidocelis subcapitata are microorganisms used in toxicity tests. They 
are the subject of very few scientific works concerning the issue of biosorption, 
although they are common in the temperate climate. The procedure with the use 
of a mixed chlorophyta population from a natural water reservoir is not popular 
with many researchers, either, because microorganisms occur in waters quite ran-
domly and it is difficult to reconstruct the culture. However, if metal ions need to 
be removed from wastewater with diverse composition, a mixed population may 
be more effective than a pure culture. 

Before the experiment, it was assumed that a mixed algal population col-
lected from a natural, highly eutrophicated water reservoir with the content of 
heavy metal ions (several or over a dozen of mg/dm3) would be a much more 
effective biosorbent than the culture of Raphidocelis subcapitata produced in la-
boratory conditions. Greater diversity of functional groups at binding sites and 
the necessity to develop and adapt in a more toxic environment were in favor of 
the mixed algal population. Hence, better effects of biosorption in the mixed chlo-
rophyta population were expected, especially when the process involved natural 
wastewater.  

However, Raphidocelis subcapitata proved to be much more resistant to 
additional substances present in the wastewater (e.g., surfactants), which were 
not taken into consideration in the model solution (it included the elements of the 
culture medium, section 2.2.). They displayed better effectiveness of removing 
lead from the wastewater and cadmium from the model solution than did the 
mixed population, and their effectiveness was only slightly lower (by 15%) when 
sorbing lead from the model solution. In all these cases, Raphidocelis subcapitata 
worked much more quickly than the mixed population. They achieved 70% of 
the maximum saturation even in the first minute of the experiment. The mixed 
chlorophyta population needed much more time (at least 60 minutes) to achieve 
the results comparable to those achieved by Raphidocelis subcapitata. The only 
case in which the mixed population was more effective (2 times and more) was 
the removal of cadmium ions from the wastewater. 
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4. Conclusions 
The aim of the study was to present the possibility of using chlorophyta in the 
removal of cadmium and lead ions from industrial wastewater produced after the 
washing of equipment used in the manufacture of batteries. The experiment 
proved that Raphidocelis subcapitata and a mixed chlorophyta population can be 
effectively used to remove heavy metal ions from wastewater. The process of 
biosorption had different intensities, mostly depending on the time of exposure 
and the used biomass. The maximum effectiveness of the process was 64% for 
cadmium and 60% for lead. The effect of purification is not sufficient to safely 
channel the wastewater to waters or to the ground (providing the content of Cd 
and Pb ions). Still, the effects are promising, and conducting the procedure in 
several steps would probably lead to much better effects. 
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Abstract: The design of the water distribution system is inherently linked to the 
execution of calculations, which aim, among other things, to determine the flow 
rate through individual pipes and the selection of diameters at the appropriate speed. 
Each step in the calculations is followed by an evaluation of the results and, if 
necessary, a correction of the data and further calculations. It is up to the designer 
to analyse the accuracy of the calculation results and is time-consuming for large 
systems. In this article, a diagnostic method for the results of hydraulic calculations, 
based on Kohonen Network, which classifies nominal diameters [DN] on the basis 
of data, in the form of flows, has been proposed. After calculating the new variant 
of the water distribution system, the individual calculation sections are assigned to 
the neurons of the topological map of Kohonen Network drawn up for nominal 
diameters. By comparing the diameter used for the calculation, with the diameter 
obtained on the topological map, the accuracy of the chosen diameter can be 
assessed. The topological map, created as a result of labelling the neurons of the 
output layer of the Kohonen Network, graphically shows the position of the 
classified diameter, relative to those diameters with similar input values. The 
position of a given diameter, relative to other diameters, may suggest the need to 
change the diameter of the pipe. 
Keywords: water distribution system, hydraulic calculations, diameter selection, 
Kohonen Network, evaluation of calculation results 
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1. Introduction 
The design of the water distribution system is inherently linked to the execution 
of calculations, the purpose of which is, among other things, determination of the 
flow rate through the individual pipes, the selection of diameters for maintaining 
appropriate speeds, the calculation of pressure losses and pressure levels at the 
nodes. It seems that classical algorithms with a formalised course, can be supple-
mented with much more advanced computational techniques derived from the 
field known as artificial intelligence (Konar 2005, Bishop 1995). The scope of 
this approach includes such methods as artificial, neural networks, expert systems 
and genetic algorithms. In this paper, an attempt is made to supplement classical 
methodology by calculating water distribution systems using elements of artifi-
cial neural networks. A uni-directional artificial neural network, the so-called 
"neural network" was used in this paper, the Kohonen Network (Kohonen 2001, 
Kangas & Kohonen 1996). 

An important challenge in the operation of water supply systems is the 
effective detection of leaks. In the article, by (Aksela et al. 2009) a method based 
on a self-organising map for the detection of leaks, in the water supply network, 
was presented. The data used for network training and validation consists of flow- 
meter readings and reported leak locations. The most important factor facilitating 
the self-organising, map-based modelling of leakages is the developed leakage 
function. The experimental results, presented, show that a model, trained on flow 
data, can detect leaks in a specific area of the water supply network. In the article 
by (Brentan et al. 2018) presented a grouping method based on self-organising 
maps, in combination with k-mean algorithms, in order to obtain groups that can 
be easily identified and used to make decisions supporting the design, operation 
and management of water distribution systems. In the article by (Blokker et al. 
2016) the application of the self-organising, map technique of the SOM was an-
alysed, in order to determine how this method could be used in the numerical 
analysis of water quality, in water distribution systems. An overview of the meth-
ods of artificial intelligence, including SOM, for water supply issues, is given in 
the work by (Czapczuk et al. 2015). The problem of assessing the accuracy of the 
selection of diameters of water supply pipes was also addressed in the work by 
(Dawidowicz et al. 2018) using the K-Nearest Neighbours method, and in the 
work also by (Dawidowicz 2012), where the method of inducing the rules of the 
expert system was used. A comparison of two artificial intelligence methods for 
predicting water supply failure is included in the paper (Kutylowska 2016). 

2. Introduction to Kohonen Network 
In the 1950’s, the idea of a self-organising system, i.e., one that changes its struc-
ture on the basis of information coming to it from the environment, the so-called 
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SOM - Self Organizing Map, was used for the first time. Kohonen used the con-
cept of self-organisation for artificial neural networks and proposed a network 
called ‘Self-organising mapping’. 

This, today, but with various modifications, is the most popular type of 
self-organising network and is named after its inventor- Kohonen. 

2.1. The Kohonen Network structure 
Kohonen nets are used for a non-model classification. Their aim is to select from 
a certain population, described by a multi-dimensional data vector X = 
[x1,x2,…,xi,…,xN]T, possibly homogeneous groups (clusters) in terms of consid-
ered features (input variables). They consist of two layers: input and output. Fig-
ure 1 shows a two-dimensional network, while Figure 2 shows a two-dimensional 
network. The neurons of the input layer (i = 1,..., N), are only used for entering 
data into the network, without performing any processing. In the output layer of 
the network, there are radial neurons, hence it is called a radial layer. Individual 
radial neurons are connected to all inputs and a weight is assigned to each con-
nection. The collection of all connection weights, for each radial neuron, creates 
a vector of weights W=[w1, w2,…,wi,…, wN]T, the so-called prototype or  code-
book vector. The number of neurons in the output layer is determined by the net-
work designer. Neurons in the output layer are not connected to each other and 
do not transmit information to each other but are connected by a neighbourhood 
relationship that affects the way neurons learn.  

 
Fig. 1. Diagram of an example of the two-dimensional Kohonen Network for N = 2 
(source: own study) 

 
Fig. 2. Diagram of an example of the one-dimensional Kohonen Network for N = 2 
(source: own study) 
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2.2. Learning the Kohonen network 
Kohonen Networks are taught using an unsupervised learning algorithm (self-
organising learning, unsupervised learning) where no ‘d output values’ of the 
teaching data are used. In the case of Kohonen Network, we are dealing with 
competitive learning, so-called. Network learning is done by repeatedly showing 
examples of learning data, in the vector form X, along with modifications of the 
output neuron scales ‘W’. The network is presented with additional input data, 
without information on the output signal which the network is to generate for 
a particular learning vector. The input signal is assumed to belong to one of sev-
eral classes, but the classes sought are not known and the network seeks to detect 
them on its own. Similar input signals should be recognised as belonging to the 
same class. In this way, Kohonen Network tries to determine the structure of the 
data and the clusters of learning examples present in them.  

After training the Kohonen Network, individual neurons should be as-
signed appropriate class labels, if known. Only then can the radial neurons act as 
classifiers. Each input signal is assumed to belong to one of several classes and 
the network output value identifies the class to which the signal belongs. After 
the learning process, each radial neuron of the output layer, or more precisely the 
vector of its weights (the so-called master /pattern vector), becomes the pattern 
or "centre" of a group of closely related input signals. After assigning the corre-
sponding labels (names) of the individual classes to the individual neurons of the 
output layer, a so-called topological map is created. Class assignment is per-
formed using the K-L Nearest Neighbours algorithm, in which a given neuron is 
assigned a label, based on the labels of the K-Nearest teaching cases. However, 
the condition is that at least L of K Neighbours has the same class, otherwise the 
label of the neuron will be "unknown". 

The topological map graphically determines the position in the output 
layer of neurons, describing individual classes, their neighbourhood and the pres-
ence of clusters. In the case of a trained network, it is expected that similar input 
signals should elicit similar network responses, hence the arrangement of neu-
rons, representing similar classes, should be similar on a topological map, form-
ing certain groups.  

3. Kohonen Network in the assessment of the diameters of water pipes 
Numerical experiments were carried out to test the applicability of Kohonen's 
Network in assessing the diameters of the water distribution system. Sequential 
learning is used, i.e., learning examples are repeatedly presented to the network.  

In order to compile a data set for the teaching neural networks, infor-
mation on 33 existing medium -and small-sized- water supply systems was col-
lected. Hydraulic calculations were performed for the above water distribution 
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systems for different variants of water uptake from nodes, so as to obtain the 
widest possible range of data for teaching neural networks. Due to the large 
amount of data, a procedure was developed to convert the calculations’ results 
for individual sections of the calculation wires to the appropriate format and save 
them in a set of training examples. Calculations were performed for different val-
ues of the absolute roughness coefficient. Based on the results of the hydraulic 
calculations, for the maximum water intake hour Qhmax, 13,923 teaching examples 
were obtained. The calculation uses a methodology that takes into account nodal 
and sectional expenditure (Mielcarzewicz 2000). In this case, the teaching dataset 
was divided into two subsets: teaching and testing, covering 70% and 30% of the 
examples, respectively. 

3.1. An overview of Kohonen Network solutions tested, in the assessment 
of the diameters of water pipes 
Firstly, the network was trained in the form of a chain, consisting of 10 neurons 
in the output layer. In this case, at the learning stage, it is not possible to assign 
appropriate diameters to individual neurons, since the ‘without a teacher’ method 
was used. The purpose of this training was to verify whether the network auto-
matically assigns input vectors corresponding to individual pipe diameters.  

The set of input variables L, Q p, qodc., Qk, k was assumed. The above 
network is shown schematically in Fig. 3. 

 
Fig. 3. Diagram of Kohonen one-dimensional network for assessing cable diameters 
(source: own study) 

 
Kohonen Networks, with a square grid. The same set of input variables 

was used as for a one-dimensional network. The learning outcomes for these net-
works are presented in Table 1. The sensitivity analysis of the input variables for 
the Kohonen Network is presented in Table 2. The results indicate that two vari-
ables are relevant for this type of network Qp and Qk. 

Network learning with two input variables: Qp and Qk described in Table 
3. Sensitivity analysis for the above variables, showed that they are very im-
portant in the functioning of the network. 
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Table 1. Kohonen neural networks, for assessing wire diameters (5 input variables) 
(source: own study) 

Basic data of neural networks: 
 
Number of entries: 5  
Input variables: L, Qp, qodc., Qk, k  
Output variable: none  
Output layer function: Euclidean measure 
Error function: Kohonen 
 

Net no. Network 
type 

Number  
of neurons  

in the input layer 

Number  
of neurons  

in the output layer 

Error  
in the training set 

Error  
in the test set 

Accuracy of clas-
sification in the 

learning set 

Accuracy of 
classification 
in the test set 

1 Kohonen 5 10 (10x1) 0.210393 0.2090614 0.001436 0.001675 

2 Kohonen 5 100 (10x10) 0.0857 0.08404 0.1953846 0.1809478 

3 Kohonen 5 225 (15x15) 0.06057 0.05871 0.3802051 0.362853 

4 Kohonen 5 400 (20x20) 0.04815 0.04718 0.4781538 0.4511728 

5 Kohonen 5 900 (30 x 30) 0.06177 0.0641 0.4339118 0.4079371 

6 Kohonen 5 1600 (40 x 40) 0.04854 0.05161 0.6235863 0.5745367 

7 Kohonen 5 2500 (50 x 50) 0.03795 0.04232 0.7567988 0.6865344 

 
Table 2. Sensitivity analysis of neural network input variables from Table 1 (source: 
own study) 

Net no. 
from  
Table 
7.19 

Type  
of data 
subset 

Assessment  
parameter  

of variable sensitivity  

Kohonen's input variable 

LD Qp qodc Qk K 

1 Learning 
set 

Rank 5 2 3 1 4 
Error Ei 0.1910124 0.3235362 0.2023955 0.3239577 0.2002289 
Quotient 0.9078833 1.53777 0.9619873 1.539773 0.9516893 

2 Learning 
set 

Rank 4 2 5 1 3 
Error Ei 0.07702 0.2705157 0.06907 0.2708085 0.08325 
Quotient 0.8987833 3.156711 0.8059887 3.160128 0.9715154 

3 Learning 
set 

Rank 3 2 5 1 4 
Error Ei 0.05226 0.264514 0.04887 0.2646739 0.04952 
Quotient 0.8628372 4.36696 0.8067703 4.3696 0.8175303 

4 Learning 
set 

Rank 3 2 4 1 5 
Error Ei 0.04266 0.2625269 0.04186 0.262776 0.04051 
Quotient 0.8860484 5.452492 0.8694931 5.457665 0.8413751 

5 Learning 
set 

Rank 4 5 2 1 3 
Error Ei 0,06524 0,05822 0,188856 0,18910 0,06774 
Quotient 1,056091 0,9424292 3,057326 3,061276 1,096599 

6 Learning 
set 

Rank 4 5 2 1 3 
Error Ei 0,05317 0,04498 0,1844805 0,1848024 0,05361 
Quotient 1,095457 0,9268248 3,80085 3,807482 1,104571 

7 Learning 
set 

Rank 3 5 2 1 4 
Error Ei 0,0474278 0,03446 0,1831879 0,1834781 0,04701 
Quotient 1,249718 0,9081402 4,826982 4,834629 1,238826 

 
A diagram of Kohonen net, in the form of a 10x10 rectangular grid is 

shown in Fig. 4. 
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Table 3. Kohonen neural networks for assessing wire diameters (2 input variables) 
(source: own elaboration) 

Basic data of neural networks: 
 
Number of entries: 2  
Input variables: Qp, Qk  
Output variable: none  
Output layer function: Euclidean measure 
Error function: Kohonen 

Net 
no. 

Network 
type 

Neurons in 
the input 

layer 

Neurons in 
the output 

layer 

Error in 
the train-
ing set 

Error in 
the test 

set 

Accuracy of 
classification in 
the learning set 

Accuracy of 
classification 
in the test set 

1 Kohonen 2 100 (10x10) 0.01997 0.0222 0.8285128 0.831738 

2 Kohonen 2 225 (15x15) 0.01161 0.01303 0.8953846 0.898277 

3 Kohonen 2 400 (20x20) 0.004524 0.005345 0.9368205 0.94136 

4 Kohonen 2 625 (25x25) 0.003046 0.003473 0.9365128 0.935376 

5 Kohonen 2 900 (30x30) 0.002189 0.002556 0.9758974 0.971757 

6 Kohonen 2 1225(35x35) 0.001694 0.001897 0.9775385 0.969603 

 

 
Fig. 4. Kohonen Network diagram in the assessment of cable diameters  
(source: own elaboration) 
 

 
Fig. 5. An example of a topological map for the classification of pipe diameters  
(source: own elaboration) 
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Labels of individual pipe diameters were assigned to the neurons of the 
output layer of the Kohonen Network, thus determining their significance. In Ko-
honen Network, there is a regularity that says that the proximity of signals in the 
input space of the network equals the similarity of neighbouring objects on the 
topological map, described by these signals. Therefore, neurons describing the 
same diameters lie side by side in groups and gradually pass into diameters adja-
cent to the typeset. 

3.2. A detailed description of Kohonen Network in the assessment  
of the diameters of water pipes 
As a result of Kohonen neural networks learning, a structure with 2 neurons in 
the input layer and 900 neurons in the output layer was selected, arranged on 
a square grid with a width of 30 by 30 neurons (Table 3, item 5). The initial flow 
values p [l/s] in the Q branch are given at the network input together with the final 
flow Qk [l/s]. In the case of the Kohonen Network, the effect of the remaining var-
iables on the learning error was so insignificant that it was decided to abandon it. 

Activation of Kohonen Network for the entire data set, after assigning 
labels describing the diameters of the wires to individual neurons, made it possi-
ble to evaluate the accuracy of the classifications obtained. The results presented 
in Table 4 indicate a certain number of incorrect classifications, which, however, 
represent a small percentage of all data. The accuracy of the classification for the 
learning set is 0.9758974, while, for the test set, it is 0.9717568. 

 
Table 4. Results of the classification of water pipe diameters, using Kohonen Network 
for the test subset (source: own study) 

 DN 90 DN 110 DN 160 DN 225 DN 250 DN 300 DN 350 DN 400 DN 450 DN 500 

Total 568 598 535 457 299 428 462 419 248 164 

Correct 558 555 510 448 293 424 457 409 247 159 

Incorrect 10 43 25 9 4 3 2 9 0 3 

Unspecified 0 0 0 0 2 1 3 1 1 2 

DN90 558 39 0 0 0 0 0 0 0 0 

DN110 10 555 22 0 0 0 0 0 0 0 

DN160 0 4 510 9 0 0 0 0 0 0 

DN225 0 0 3 448 1 0 0 0 0 0 

DN250 0 0 0 0 293 2 0 0 0 0 

DN300 0 0 0 0 3 424 2 0 0 0 

DN350 0 0 0 0 0 1 457 9 0 0 

DN400 0 0 0 0 0 0 0 409 0 0 

DN450 0 0 0 0 0 0 0 0 247 3 

DN500 0 0 0 0 0 0 0 0 0 159 
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3.3. Application of Kohonen Network in assessing the selected water pipe 
diameters of a water distribution system 
Each calculation procedure is followed by an evaluation of the results and, if nec-
essary, correction of the data and subsequent calculations.  

The diagnostic method of Kohonen Network, classifies nominal diame-
ters DN based on input data in the form of Qp and Qk. After the calculation of the 
new variant of the water distribution system, the individual sections of the calcu-
lation are assigned to the neurons of the topological map, drawn up for the nom-
inal diameters. By comparing the diameter used for the calculation, with the di-
ameter obtained on the topological map, the accuracy of the chosen diameter can 
be assessed. 

A topological map, created as a result of the labelling neurons of the out-
put layer, graphically shows the position of the classified diameter, relative to 
those diameters with similar input values. The position of a given diameter rela-
tive to other diameters may, for example, suggest the need to change the diameter 
of the duct, when the neuron describing the diameter, on a given section, is sur-
rounded by neurons corresponding to other diameters.  

4. Summary and conclusions 
Various Kohonen Network structures, viz., the number and type of inputs and the 
size of the output layer were analysed. A sensitivity analysis was carried out to 
determine the impact of individual inputs on the way the network operates. A se-
ries of numerical experiments allowed a set of neural networks with different 
structures to be created and networks with the best parameters to then be selected. 

Kohonen Networks can be used to assess the diameters of water supply 
lines. The advantage of this solution is the topological map, which graphically 
shows the position of a given diameter, relative to other diameters, depending on 
the parameters describing the computational section. 

References 
Aksela, K., Aksela, M., & Vahala, R. (2009). Leakage detection in a real distribution 

network using a SOM. Urban Water Journal, 6(4), 279-289. 
Bishop, C. M. (1995). Neural Networks for Pattern Recognition. Oxford: Oxford Univ. 

Press. 
Blokker, E. J. M., Furnass, W. R., Machell, J., Mounce, S. R., Schaap, P. G., & Boxall, 

J. B. (2016). Relating Water Quality and Age in Drinking Water Distribution Sys-
tems Using Self-Organising Maps. Environments, 3(2). 

Brentan, B., Meirelles, G., Luvizotto, E., & Izquierdo, J. (2018). Hybrid SOM plus  
k-Means clustering to improve planning, operation and management in water distri-
bution systems. Environmental Modelling & Software, 106, 77-88. 



844 Jacek Dawidowicz et al. 

Czapczuk, A., Dawidowicz, J., & Piekarski, J. (2015). Artificial Intelligence Methods in 
the Design and Operation of Water Supply Systems. Rocznik Ochrona Srodowiska, 
17, 1527-1544. 

Dawidowicz, J. (2012). Expert System for Evaluation of Water Distribution System Cre-
ated with an Inductive Inference. Rocznik Ochrona Srodowiska, 14, 650-659. 

Dawidowicz, J., Kruszynski, W., Andraka, D., & Czapczuk, A. (2018). Assessing the 
Diameters of Water Pipes Using the k-Nearest Neighbours Method in the Calcula-
tions of Water Distribution Systems. Rocznik Ochrona Srodowiska, 20, 528-537. 

Kangas, J., Kohonen, T. (1996). Developments and applications of the self-organizing 
map and related algorithms. Mathematics and Computers in Simulation, 41, 3-12. 

Kohonen, T. (2001). Self-Organizing Maps. Springer Series in Information Sciences, 30, 
Springer-Verlag.  

Konar, A. (2005). Computational Intelligence: Principles, Techniques and Applications. 
Springer-Verlag. 

Kutylowska, M. (2016). Prediction of Water Conduits Failure Rate – Comparison of Sup-
port Vector machine and Neural Network. Ecological Chemistry and Engineering 
a-Chemia i Inzynieria Ekologiczna A, 23(2), 147-160.

Mielcarzewicz, W.E. (2000). Calculation of water supply systems. Warszawa: Arkady 
(in Polish). 



© 2021. Author(s). This work is licensed under a Creative Commons 
Attribution 4.0 International License (CC BY-SA) 

Rocznik Ochrona Środowiska 
Volume 23 Year 2021 ISSN 1506-218X pp. 845-867
https://doi.org/10.54740/ros.2021.058 open access
Received: 21 April 2021  Accepted: 18 November 2021  Published: 06 December 2021 

Diversity of Fish and Zoobenthic Communities in Lowland River 
Related to the Factors of Hydromorphological, River Continuum 

and Pollution Disturbances 
Janusz Golski 

University of Life Science in Poznań, Poland 
https://orcid.org/0000-0002-2326-5111 

Krzysztof Dajewski* 
Chief Inspectorate of Environmental Protection, Poland 

Maria Urbańska 
University of Life Science in Poznań, Poland 

Wojciech Andrzejewski 
University of Life Science in Poznań, Poland 

Sławomir Runowski 
University of Life Science in Poznań, Poland 

*corresponding author’s e-mail: kdajewski@ymail.com
Abstract: The response of zoobenthos and ichthyofauna to different levels of 
habitat degradation was estimated on a small lowland river. The level of 
fragmentation, the hydromorphological modifications of the watercourse bed, and 
the water quality of different river stretches were assessed as proxies of the degree 
of anthropogenic transformation of habitats. The degree of fauna similarity between 
the study sites, as well as the relationships between habitat quality and biotic 
indexes were estimated. A strong response of both assemblages to changes in 
environmental conditions was demonstrated, however, reaction to individual 
pressures differs. This confirms that these organisms are excellent, universal 
bioindicators and both groups should be used together. The key role of a well 
developed riparian zone in shaping the diversity of freshwater biota has also been 
demonstrated. 
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1. Introduction 
Surface waters in Poland are still subject to strong anthropogenic pressures de-
spite measures to reduce the impacts required by the implementation of the Eu-
ropean Directive have been undertaken. Running waters are subject to hydromor-
phometric modifications that profoundly alter their natural course and hydrolog-
ical regime, and to the impact of pollutants that alter water quality. These main 
drivers of anthropogenic alteration lead to a loss of habitat heterogeneity and to 
a consequent impoverishment of biocoenoses (Allan 1998, Golski et al. 2010, 
Mueller et al. 2020, Pytka et al. 2013). According to the concept of river contin-
uum, the longitudinal variation of the characteristics of the river ecosystem is the 
result of a gradient of physical conditions (width and depth, velocity and volume 
of flow, temperature, bottom substrate) and of resources along which the biota 
and ecosystem processes are gradually adjusted. According to the concept, the 
effects of processes in the head course of the river affect the dynamics of pro-
cesses occurring in the down section (Allan 1998, Branco et al. 2014, Vannote et 
al. 1980). Even the smallest hydro-technical building or other interference in the 
river channel disrupts the continuity of the river system. Currently, most rivers in 
Europe suffer to a greater or lesser extent from river continuum disturbances (Ma-
zurkiewicz-Boroń & Starmach 2009, Prus et al. 2016, Przybylski et al. 2020). In 
addition to the direct modifications of the river channel, the use of the surround-
ing land also has an impact on the characteristics of the river ecosystem, for ex-
ample by modifying the type of sedimentation and the load of material of terres-
trial origin that enters the river. Commonly carried out maintenance works – con-
sisting of profiling and strengthening the banks, straightening and deepening of 
the channels, removing the bottom substrate and macrophytes – lead to a loss of 
heterogeneity of the micro-habitats and, consequently, to drastic changes in the 
structure of the assemblages (Golski et al. 2010, Kalny et al. 2017, Przybylski et 
al. 2020). Habitat fragmentation is also a major driver of diversity loss. As an ex-
ample, river sections within larger cities were an insurmountable barrier for many 
species (Czerniawska-Kusza 2001, Penczak et al. 2010, Przybylski et al. 2020). 

Until the end of the 1980s, flowing water pollution was the most im-
portant factor limiting the abundance and composition of biotic assemblages. Af-
ter the political transformation, and especially after the enlargement of the Euro-
pean Union, the approach to environmental protection in Central and Eastern Eu-
rope has changed significantly. The quality of water began to gradually improve, 
which enabled the reconstruction of biocenoses, although still not enough to bring 
most of the running waters to a good ecological state, according to the require-
ments of the Water Framework Directive (Kruk et al. 2016, Marszał et al. 2014). 
Currently, phosphorus and nitrogen pollution continues to be one of the major 
problems (Pytka et al. 2013). 
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Macroinvertebrates and fish are particularly sensitive to river fragmenta-
tion, profiling and pollution (Bis & Mikulec 2013, Branco et al. 2014, Pie-
traszewski et al. 2008, Prus et al. 2016). Fish, due to their high mobility, are par-
ticularly associated with the disruption of the watercourse, and their species com-
position reflects the effects of anthropogenic disturbances over many years 
(Branco et al. 2014, Prus et al. 2016, Rechulicz & Płaska 2016). Unlike fish, the 
species richness of benthic macroinvertebrates depends more closely on the het-
erogeneity of river microhabitats, and therefore more effectively reflects changes 
in local conditions (Bis & Mikulec 2013, Czerniawska-Kusza 2001). The pres-
ence, persistence and composition of both biotic assemblages depends on natural 
morphological characters that are key functional elements for river ecosystems. 
These include stony-gravel reefs that spawn rheophilic fish (Prus et al. 2016), as 
well as ponding water areas that are essential sites for young fish development 
(Brylińska 2000). The presence of shelters against strong currents and predation 
(Prus et al. 2018, Wolter 2010), as well as of natural barriers, including debris, 
may favor fish and zoobenthos development (Kałuża & Radecki-Pawlik 2014, 
Wyżga et al. 2012). 

In spite of the wide use of biotic responses to anthropogenic stressors for 
the assessment and monitoring of ecosystem integrity, the causal relationship be-
tween environmental and biotic characteristics is still largely to be clarified. The 
aim of the study was to supplement the knowledge about changes in the species 
structure of ichthyofauna and zoobenthos of a small lowland river as a function 
of the level of habitat degradation. To this aim we assessed how the main sources 
of directional variability – fragmentation, hydromorphological transformations 
and pollution – affect the diversity of two assemblages.  

The following research hypothesis was formulated: The studied commu-
nities show a different response to pressures. Fish better represent large, while 
macrozoobenthos local scale of impact. 

To represent a wide degree of anthropogenic impact we identified the 
Lutynia and its tributaries Żybura and Lubianka (West Poland), as an optimal 
experimental site. These rivers experienced strong anthropopressure during the 
past Kołaczkowski & Kniat (1959), data from the Voivodeship Inspectorate for 
Environmental Protection- VIEP, while have been gradually improving in more 
recent times, but comprehensive hydrobiological studies are still lacking. 

2. Study area 
Lutynia flows through the Wielkopolskie Voivodship and its basin is an area 
characterized by the occurrence of small water reservoirs of anthropogenic origin 
(RZGW 2015). Land cover is dominated by a 76% of agricultural, while only 
a 17% is made by semi-natural areas (Corine Land Cover 2012). Water covers 
0.08% of the Lutynia basin.  
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Lutynia is a third-order stream (Strahler 1957) through its left side of the 
Warta with a length of 63 km and basin of 606 km2. According to the abiotic 
typology of rivers proposed by Błachuta et al. (2010), watercourse should be clas-
sified according to the height and size of the basin as a small lowland river. There 
are 19 damming devices along the entire course of the river, the watercourse river 
channel is subjected to regulatory works for a considerable length, while the qual-
ity of water can be affected by sewage from three cities and area pollution of 
agricultural origin (VIEP). 

Żybura and Lubianka are fourth-order streams, and permanent tributaries 
of Lutynia with a length of 9 and 21 km, respectively. These are lowland streams 
whose catchment area does not exceed 100 km2. Two damming dams were lo-
cated on each of the watercourses, the quality of water may be affected by pollu-
tion from the agricultural catchment (VIEP). 

The location of watercourses and research sections along with the types 
of pressure is shown in Figure 1 and Table 1.  

 

 
Fig. 1. Location of study sites in the Lutynia river system 
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Table 1. Types of pressure and GPS research section 
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B HM P [MIN.MAX./AVER.] 

L1 51.861575 
17.680681 + +++ ++ 18-70 

34 
265-400 

375 M/S 

L2 51.894653 
17.629475 ++ ++ +++ 4-30 

20 
210-315 

275 S/M/G 

L3 51.952111 
17.596211 ++ +++ +++ 9-115 

57 
290-460 

400 S/M/ST 

L4 51.974561 
17.555461 - + + 5-140 

55 
315-670 

550 S/G/ST/M 

L5 51.998467 
17.542314 - + + 10-125 

48 
500-990 

850 S/G/ST/M 

L6 52.037967 
17.551286 ++ +++ +++ 30-85 

52 
650-810 

720 S/M 

L7 52.111183 
17.576344 +++ ++ ++ 10-96 

25 
400-515 

475 S/M 

L8 52.124175 
17.506128 ++ ++ ++ 22-150 

74 
370-580 

475 S/M 

ŻB 51.951389 
17.595303 + ++ ++ 7-94 

18 
90-220 

156 S/M 

LB 52.033225 
17.670222 ++ ++ +++ 5-70 

42 
110-190 

160 S/M 

Explanations: B – barriers, HM – hydromorphology, P – pollutions, (+) - strength 
of anthropopressure, S – sand, G – gravel, ST –stones, M – mud. Abiotic typology 
(according to Błachuta et al. 2010): loess or clay lowland stream (L1, L3, ŻB, LB), 
sandy lowland stream (L2), gravel lowland stream (L4, L5), sandy-clay lowland river 
(L6, L7, L8) 

3. Material and Methods  
The research was carried out in 2015-2016 on 10 river stretches. These were de-
fined by dividing the course of the river into sections of 2-3 km and identifying 
in each a stretch of 200 representative of the local conditions as a reference area 
for the study. One 150 m long stretch was tested on the tributaries. 
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The level of impact of the analyzed pressures was expressed on a 5-point 
scale, where class I corresponds to the lowest level, while class V corresponds to 
the highest. The degree of disturbance of watercourse continuity was estimated 
based on the number of barriers per section. This number ranged from 0 (class I) 
to 4 and more (class V). Transformations of the river channel morphology were 
characterized by the method of scoring selected parameters: depth and flow var-
iation, the presence of shelters and natural elements of the river channel (riffle-
pool sequences, meanders), the structure of the bottom substrate (Table 2). 

 
Table 2. Scoring assessment of hydromorphological parameters of the watercourse 

Parameter Component Points 

Flow 

Imperceptible 1 
Two types of flow 2 

Three types 3 
Four types 4 

Over four types 5 

Shelters 

Absence 1 
One type of shelter 2 

Two types 3 
Three types 4 

Four and more shelters 5 

Morphometry of river channel  
(natural elements) 

Absence  0 
Riffle-pool sequence 1 

Meander 2 

Coefficient of variation 
for depth (Depth CV) 

0-15 1 
16-30 2 
31-45 3 
46-60 4 
> 60 5 

Bottom substrate 

Slime 1 
Clay 2 
Sand  3 

Gravel > 20% 4 
Gravel and stones > 20% 5 

W/D 

> 50 1 
41-50 2 
26-40 3 
16-25 4 
< 15 5 

Explanations: W/D – ratio of average width to average watercourse depth  
(source: Dajewski 2016, Golski et al. 2010, 2013, 2015, Graczyk 2014) 
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The higher the sum of points on a given research section, the smaller the 
hydromorphological transformations (Table 3). A maximum of 35 points can be 
awarded if there are at least 3 meanders and 4 riffle-pool sequences (a total of 
max. 10 points). All hydromorphological surveys were made once a year. 
 
Table 3. Final classification of evaluation of waterway morphology transformations  

Class Total points 
I ≥ 28 
II 21-27 
III 14-20 
IV 7-13 
V ≤ 6 

Source: Dajewski 2016, Golski et al. 2010, 2013, 2015, Graczyk 2014 
 
The degree of watercourse pollution was determined using selected phys-

icochemical indicators (Table 4). Temperature, oxygen content, conductivity and 
reaction were measured in the field with a YSI 556MPS multiparameter device. 
Water samples were collected at each site every month during summer (June-
September) and transported to the laboratory for chemical and BOD5 analyses. 
The obtained results were assigned to one of five water quality classes according 
to modified Regulation of the Minister of the Environment of February 11, 2004. 
The use of a five-point scale, which is not currently applied to physicochemical 
parameters, allowed for a more precise differentiation of the stands in terms of 
their contamination. 

 
Table 4. Limit values of indicators in surface water quality classes modified in terms of 
fish requirements 

Quality of water indicator Unit  
Limit values in class I-V 

I II III IV V 
Water temperature °C ≤ 15 ≤ 18 ≤ 20 ≤ 23 >23 
Oxygen dissolved mg O2 l-1 ≥ 8 ≥ 6 ≥ 5 ≥ 3 < 3 

pH reaction pH 6.5-8.5 6.0-8.5 6.0-9.0 5.5-9.0 <5.5>9.0 
Conductivity  µS cm-1 ≤ 300 ≤ 500 ≤ 800 ≤ 1000 > 1500 

Substance dissolved mg l-1 ≤ 300 ≤ 500 ≤ 800 ≤ 1200 > 1200 
BOD5 mg O2 l-1 < 2 < 3 < 6 < 12 > 12 

Source: Regulation of the Minister of the Environment, modified data 
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The degree of anthropogenic transformation was determined by scoring 
the naturalness of the river channel, coastal zone and river valley zone based on: 
the degree of river channel adjustment, the presence of barriers, the development 
of the river basin, the shape of the coastal zone, the presence of vegetation, ac-
cording to Ilnicki & Lewandowski (1997) parameters. 

Benthic macroinvertebrates were collected twice in Spring, during the 
period of the highest taxonomic diversity. Tubular (L1, ŻB) and Surber (other 
sites) samplers were used. On each site 15 tubular or 3 Surber samplers were 
taken. The organisms were marked to the level of genus, and their density was 
expressed on 1 m2 of bottom surface. The fish were caught twice, in Autumn, by 
the electro-fishing to ford up a watercourse over a distance of 150-200 meters. 
An IUP12 type backpack generator set was used. The collected fish species were 
ranked according to ecological reproductive groups, according to the division 
proposed by Balon (1990). The density was calculated per 100 m2 of the bottom 
surface. After the measurements were completed, all fish were released into the 
river at the place of catch. In order to assess biodiversity, the Shannon-Wiener 
species diversity index was selected. Biocenotic indices of dominance in abun-
dance and stability of occurrence were also used. For benthic organisms, the 
ASPTB (Average Score Per Taxa), EPT (Ephemeroptera, Plecoptera, Trichop-
tera) indices and the share of stenotype taxa (S) were also calculated. For ichthy-
ofauna, the ASPTF (Average Score Per Taxa) indices and the ratio of eurytopic 
to rheophilic species (E/R) were calculated. Indexes used in national monitoring 
were also calculated when assessing the ecological status of rivers - the European 
Fish Index (Adamczyk et al. 2013) and the Polish Multi-Metrics Index MMI_PL 
based on the benthic macroinvertebrates assemblages (Bis & Mikulec 2013). 
Both indicators are based on a probabilistic model, referring the current state of 
fauna to the reference state. Thus, they reflect the degree of change resulting from 
anthropopressure. The calculations were made in the XLSSTAT 2016 and SAS 
Enterprise Guide 4.3 programs. Relationships between environmental parameters 
and assemblage diversity were estimated using Spearman rank correlations. The 
paper contains only statistically significant correlations, where "R" is the corre-
lation coefficient, while "p" the significance of the correlated variables. Species 
similarity between assemblages at individual survey sites was depicted using den-
drograms, performing cluster analysis using the complete linkage method based 
on the Jaccard formula (Czachorowski 2004). 

4. Results 
4.1. Environmental conditions 
The largest diversity of habitats and the lowest degree of anthropopression was 
found in the middle – L4, L5 and downstream current Lutynia, on section L8 



853 Diversity of Fish and Zoobenthic Communities… 
 

(Table 5). These sites were characterized by a significant diversity in the structure 
of the river channel – the coefficient of depth variation in the flow exceeded 60%. 
High morph-dynamic activity of the watercourse was found here, including the 
meandering the river channel and the occurrence of numerous riffle-pool se-
quences. On sections L4 and L5 no damming devices were noted, while on the 
lowest section L8 there are two gabion buildings, and the river banks are partially 
profiled. 

According to the ecomorphological valorization of watercourses, sec-
tions L4, L5 and L8 were placed in II and III category of the degree of naturalness, 
respectively, which means that they are slightly transformed by humans (Table 
5). They belong to the semi-natural section. 
 
Table 5. Anthropopression and environmental conditions in the studied rivers 

 L1 L2 L3 L4 L5 L6 L7 L8 ŻB LB 

Barriers II III III I I III IV III III II 
Hydromorphological 
parameters III III IV II II IV III III III III 

Physicochemical parameters III IV IV II II IV IV III III IV 
Anthropogenic modification  IV IV IV II II IV IV III IV IV 

 
The river valleys of these sections are relatively intact and well preserved, 

and the shore zone is dominated by forests and rush vegetation, with many species 
of grass and ruderal flora. In terms of river channel hydromorphology, the best-
looking forest sections are L4 and L5 (II class), which are characterized by a sig-
nificant depth variation and the presence of shelters. The best thermal-oxygen 
conditions were also observed on these sections. More pressure and less hydro-
morphological diversity were found in the headwater of Lutynia – L1, L2, L3, as 
well as in downriver – L6, L7 and tributaries – ŻB, LB (Table 5). The aforemen-
tioned group of sections was classified into the IV category of naturalness. These 
are anthropogenically modified river stretches, which are characterized by low 
landscape attractiveness and low depth variation – up to 48% for ŻB. Relatively 
narrow river valleys are dominated by agricultural areas, and the width of the 
coastal zone does not exceed 10 meters. The hydromorphological parameters of 
the river channel were between class III and IV, and the final low assessment of 
physicochemical indicators was primarily due to low oxygen content. 

4.2. Species structure of zoobenthos 
There were 24 families of benthic macroinvertebrate in the Lutynia River system. 
Chironomidae (Diptera), Sphaeriidae (Bivalvia) and Tubificidae (Oligochaeta) 
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had the highest stability of occurrence as well as the highest values of the domi-
nance index in abundance (Table 6). The highest density (2274 sp./m2) was rec-
orded at section L8. In turn, the largest number of families (12) took place at L4 
section. 
 
Table 6. Benthic macroinvertebrates in the Lutynia River system 

Family  

Index Research section D [%] 

D 
[%] 

C 
[%] L1

 

L2
 

L3
 

L4
 

L5
 

L6
 

L7
 

L8
 

ŻB
 

LB
 

Bithynidae 0.5 20 - - 1 - - - - - 6 - 
Lymnaeidae 1.0 40 11 - - - - - - 1 4 2 
Planorbidae 1.0 40 4 - - - - - 4 - 4 1 
Sphaeriidae1 14 70 16 19 2 - - - 16 1 38 74 
Unionidae 0.5 10 - - - - - - - 1 - - 
Lumbriculidae1 3.0 40 21 23 2 - - - 8 - - - 
Naididae 2.5 20 - - - 1 1 - - - - - 
Tubificidae1 17 70 - - 38 9 19 33 60 20 19 - 
Erpobdellidae 1.5 40 5 - 3 1 - - - - 7 - 
Asellidae1 2.0 60 6 8 1 - - 18 7 - - 7 
Gammaridae 14 50 5 - - 12 17 - - 62 - 10 
Baetidae2 1.5 30 - - - 5 6 3 - - - - 
Coenagrionidae2 0.2 10 - - - - - - - - - 2 
Mesoveliidae 0.2 10 - 3 - - - - - - - - 
Sialidae 0.5 10 15 - - - - - - - - - 
Nepidae 0.3 20 - - - - - - - 1 1 - 
Glossosomatidae2 0.5 20 - - - 2 3 - - - - - 
Hydropsychidae2 1.0 30 - - 1 29 7 11 - - - - 
Leptoceridae2 1.5 20 - - - 1 - - - - - - 
Limnephilidae2 0.5 10 - 5 - 4 - - 5 - - - 
Polycentropodi-
dae2 2.6 20 - - - 10 9 - - - - - 

Gyrinidae 0.5 10 - - - 1 - - - - - - 
Chironomidae1 33 90 17 42 52 24 35 35 - 14 21 4 
Limoniidae 0.7 20 - - - 1 3 - - - - - 

Total 24 family 9 6 8 13 9 5 6 7 8 7 
ASPTB 3.4 4.0 3.5 5.4 5.6 3.8 3.7 4.3 4.0 4.1 

EPT 0.0 1.0 1.0 5.0 3.0 2.0 1.0 0.0 0.0 0.0 
H 0.9 0.6 0.5 0.8 0.7 0.6 0.6 0.5 0.8 0.4 

S [%] 0.0 5.0 1.0 51 25 14 5.0 0.0 0.0 0.0 

MMI/class 0.2 
V 

0.2 
V 

0.1 
V 

0.6 
III 

0.5 
III 

0.2 
V 

0.2 
V 

0.2 
V 

0.0 
V 

0.1 
V 

Density (ind.* m-2) 

45
2 

86
1 

13
19

 

98
2 

78
1 

17
27

 

50
0 

22
74

 

93
1 

15
01

 

Explanations: D - Structure of dominance, C - stability of occurrence ASPTB – Average 
Score Per Taxa index, EPT- Ephemeroptera, Plecoptera, Trichoptera index,  
H – Shannon-Wiener index, S(%) – share of stenotype taxa, MMI – Multimetric 
Macroinvertebrate Index, Bolded1 – eurytopic taxa, Bolded2 – stenotypic taxa 
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Oligochaeta (Lumbriculus sp., Tubifex sp.), Chironomidae (Chironomus 
plumosus) and Sphaeriidae (Pisidium sp.) dominated most of the surveyed sites, 
only on sections L4 and L8 Hydropsychidae and Gammaridae, respectively (Ta-
ble 6). The share of organisms from the EPT group (Ephemeroptera, Plecoptera, 
Trichoptera), with the exception of L4 and L5 sites, was limited to only one taxon 
at the site (L2, L3, L6) or none at all (L1, L7, ŻB, LB). The highest share of 
stenotype taxa, as well as the highest values of the ASPTB index, were recorded 
on sections L4 and L5, the lowest on L1, L3, ŻB and LB. 

Species diversity is different from other indicators. The highest diversity 
values were found on the anthropogenically modified section L1 as well as on the 
more natural section close L4. The MMI macroinvertebrate multimeter was the 
highest in sections L4 and L5 – class III (Table 6). 

The largest taxonomic similarity is found in the L4 and L5 sites, i.e. the 
middle, forest course of Lutynia (Fig.2). The families of Beatidae (Ephemerop-
tera), Glossosomatidae, and Polycentropodidae (Trichoptera) were only found 
here. Other cluster groups are pairs L1 and LB, L2 and L7 as well as L3 and L6. 
The L1 and LB positions had 6 common taxa, including the Sphaeriidae, Aselli-
dae and Gammaridae families. At two sites with the highest pressure (L3 and L6) 
5 common taxa were recorded, including the dominant species Chironomus plu-
mosus and Tubifex tubifex. 

 
Fig. 2. Agglomerative hierarchical clustering by Jaccard coefficient for zoobenthos 

Statistically significant correlations were noted between biological in-
dexes and individual parameters describing the pressure on the river (Table 7). 
The ASPTB index was highly significantly correlated with almost all parameters, 
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except temperature and conductivity. The strongest compounds are found in dis-
solved matter content (R = -0.891, p < 0.01), oxygen content (R = 0.867, p < 0.01) 
and bottom substrate (R = 0.812, p < 0.01). The EPT index was strongly corre-
lated only with the number of shelters available (R = 0.926, p < 0.01 and the type 
of bottom substrate (R = 0.752, p < 0.02). Species diversity was significantly 
influenced by the five parameters tested, of which the conductivity was the most 
correlated (R = 0.818, p < 0.01) and oxygen content (R = 0.771, p < 0.01). Inver-
tebrate multimeter which includes, among others, ASPT, EPT and Shannon-Wie-
ner species diversity, significantly correlates with the availability of shelters  
(R = 0.871, p < 0.01), but also depth variations, flow and bottom substrate strongly 
influence this index. 

 
Table 7. Correlations of biotic indexes with environmental conditions – zoobenthos 
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ASPTB 
-0.789 0.768 0.752 0.766 0.792 0.812 -0.15 0.867 -0.085 -0.891 
0.007 0.009 0.012 0.009 0.006 0.004 0.681 0.001 0.815 0.0005 

EPT 
-0.397 0.261 0.283 0.342 0.826 0.752 -0.39 0.006 -0.215 -0.095 

0.25 0.466 0.427 0.332 0.003 0.012 0.261 0.986 0.550 0.794 

H 
-0.630 0.062 0.265 0.276 0.046 0.067 -0.68 0.771 -0.818 -0.638 
0.041 0.864 0.459 0.44 0.899 0.853 0.029 0.009 0.004 0.047 

MMI 
-0.406 0.611 0.201 0.743 0.871 0.631 -0.15 0.207 -0.243 -0.480 

0.24 0.041 0.577 0.014 0.001 0.04 0.662 0.567 0.498 0.160 

Explanations: bold font was used for statistically significant correlations (p < 0.05) 

4.3. Species structure of fish 
The ichthyofauna of Lutynia and its tributaries was represented by 19 species 
(Table 8). The gudgeon (Gobio gobio), which was found in all positions  
(C = 100%), was the numerically dominant species, while the share of other spe-
cies did not exceed 10%. The highest species richness was recorded at L7 and L8 
sites – 12 and 10 species of fish, respectively, while the highest density was found 
at L8 and L4 sites. 
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The most ecologically demanding lithophilic fish occurred almost exclu-
sively at L4 and L5 sites in the middle course of the river. Single asp (Aspius 
aspius) fry were caught in the downstream section (L8). Protected species were 
represented by a spined loach (Cobitis taenia) and a bitterling (Rhodeus sericeus 
amarus), found in the lower part of Lutynia and the stone loach found in both 
main watercourse and tributaries. Alien species, including the Prussian carp 
(Carassius gibelio) and topmouth gudgeon (Pseudorasbora parva), appeared on 
heavily modified sections of Lutynia and Lubianka. 

The structure of dominance in terms of abundance, ASPTF indexes, 
H species diversity, E/R ratio and EFI+ value are presented in Table 8. In seven 
positions, the dominant was a gudgeon or stickleback (Gasterosteus aculeatus). 
Only the L8 position was dominated by a dace – 40%, while the LB topmouth 
gudgeon – 50%. The positions in the lower reaches of the L7 and L8 were char-
acterized by the largest species diversity – the Shannon-Wiener index exceeded 
0.70. The smallest species diversity of ichthyofauna was found at L2 (D = 0.37) 
and L3 (H = 0.25). The ASPTF index reached the highest values at L4 and L5 
stations, the lowest on L6 sections and in the LB inflow. The E/R index looks 
similar. As far as EFI+ values are concerned, the index reached the highest values 
in positions L4, L8 and L5 – II class. In other positions, it adopted class III or IV, 
respectively. 

The similarities in the species structure between the sites are presented 
by means of cluster analysis in Figure 3. Sites L1 and L3 as well as L2 and ŻB 
had the same species structure (100%). The similarity between the two groups 
located in the upper reaches was 65%. The psammophilic species observed in 
these stretches – gobies, stone loaches and sticklebacks. L4 and L5 grouped in 
another cluster. They have 88% identical species composition. The middle course 
of Lutynia was characterized by the occurrence of lithophils, namely brown trout 
(Salmo trutta m. fario) and barbell (Barbus barbus) not found in other sites. An-
other cluster formed the lower reaches of Lutynia – L7, L8, with a 58% of simi-
larity in species. 

As already mentioned, the greatest species richness was observed here 
(Table 8). Common species for both sites are chub (Leuciscus cephalus), dace 
(Leuciscus leuciscus) and spined loach, while asp and bitterling were also caught 
at L8. The Lubianka inflet (LB) was characterized by a significantly different 
species composition compared to the other sites, and two out of four caught spe-
cies were alien: the Prussian carp and topmouth gudgeon. 
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Fig. 3. Agglomerative hierarchical clustering by Jaccard coefficient for ichthyofauna 

 
The results of the Spearman correlation analysis between the indices de-

scribing the state of ichthyofauna and the environmental parameters describing 
the pressures are presented in Table 9. The ASPTF index was significantly corre-
lated with almost all environmental parameters reflecting the pressures. The anal-
ysis shows that the index has the greatest impact on the oxygen content  
(R = 0.906, p < 0.001), conductivity (R = -0.863, p < 0.01) and the presence of 
barriers (R = -0.839, p < 0.01). The correlations of the S index look similar, but 
the relationships are not that strong. Species diversity is significantly related to 
depth (R = 0.676, p < 0.05) and flow (R = 0.669, p < 0.05), number of shelters  
(R = 0.662, p < 0.05) and the type of bottom substrate (R = -0.674, p < 0.05). 
Attention is drawn to the negative, recent correlation, which shows that the high 
proportion of gravel in the bottom substrate negatively affects the species diver-
sity. The most advanced EFI+ index significantly correlates with depth variation 
(R = 0.875, p < 0.01) and flow (R = 0.944, p < 0.001). 
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Table 9. Correlations of biotic indexes with environmental conditions – ichthyofauna 
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N. spec. 0.169 0.615 0.612 0.694 0.480 0.453 0.306 0.324 -0.073 
0.639 0.048 0.049 0.026 0.160 0.189 0.390 0.361 0.840 

ASPTF 
-0.839 0.741 0.859 0.725 0.592 -0.735 0.906 -0.863 -0.802 
0.002 0.015 0.001 0.018 0.051 0.015 0.0003 0.001 0.005 

E/R 
0.703 -0.625 -0.659 -0.321 -0.749 0.732 -0.745 0.788 0.615 
0.023 0.043 0.038 0.366 0.012 0.016 0.0135 0.007 0.048 

H 
0.038 0.676 0.669 0.662 -0.674 0.409 -0.116 0.237 -0.262 
0.917 0.032 0.034 0.037 0.032 0.241 0.749 0.508 0.464 

EFI+ 
-0.336 0.875 0.944 0.507 0.561 -0.151 0.467 -0.454 -0.551 
0.342 0.001 <0.001 0.135 0.091 0.676 0.174 0.186 0.098 

Explanations: bold font was used for statistically significant correlations (p < 0.05) 

5. Discussion 
The results presented in the work testify to the strong reaction of the studied as-
semblages to anthropogenic watercourse transformations. The strong correlation 
between anthropopression (expressed by the indicator of naturalness) and the di-
versity of microhabitats, which in turn is reflected by the structure of zoobenthos 
and ichthyofauna. On the untransformed river stretches, the multi-structured 
shape of the river channel, the presence of boulders and limbs of trees, spawn 
optimal living conditions for fish and invertebrates as stated by relevant literature 
(Branco et al. 2014, Pander & Geist 2016, Thompson et al. 2017, Wolter et al. 
2013). Most of the river stretches were dominated by eurytopic benthic taxa (Ol-
igochaeta, Chironomidae, Sphaeriidae) while the most exigent taxa were rare or 
absent due to the synergistic impact of three pressures, out of which the most 
important appeared to be river channel modification and pollution. Confirming 
the causal relationship between environmental quality and macrobenthos compo-
sition, stenotypic taxa are present with significantly greater frequency and abun-
dance in the two river sections with little or no impact that cross the forest. Ac-
cording to Liu et al. (2016) and Wolter et al. (2013) the dominance of Oligochaeta 
and Diptera along with the reduction or elimination of other taxa is evidence of 
watercourse degradation. As can be logically expected, this study also confirmed 
that macro-invertebrate diversity is correlated negatively with temperature and 
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positively with oxygen. The decisive role of thermal regime and oxygenation in 
shaping aquatic biocenoses is also emphasized by (Bis et al. 2013, Krepski et al. 
2018, Łaszewski et al. 2016). Since the presence shore vegetation and the cover-
ing the river channel with tree crowns is a determinant factor that influences tem-
perature of the watercourses (Broadmeadow et. al. 2011, Kalny et al. 2017) the 
most natural river stretches crossing the forested areas also provided the most 
favorable conditions for macro-invertebrate assemblages. This further confirms 
the important role played by the riparian areas that provide both a mitigation of 
temperature variation and a source of organic matter, from large woody debris 
which is a component of habitat diversification, to the smallest organic particulate 
that is an important food supply for aquatic invertebrates (Thompson et al. 2017). 

The ichthyofauna was dominated by the gudgeon, and in the most-
changed sections almost exclusively this species was found, with only a small 
contribution of the stickelback and stone loach. This corresponds to the results of 
Witkowski et al. (2007) who noted the dominance of the gudgeon in all sub-ba-
sins of the Oder, in particular those degraded anthropogenically. According to 
many authors, the occurrence of only a few psammophilic species is a phenome-
non typical of small rivers, organically polluted (Marszał et al. 2014, Mueller et 
al. 2020, Penczak et al. 1991, Prus et al. 2016). 

Brown trout and barbell only occurred at two forest sites with minimal 
pressure. Both taxa belong to the group particularly susceptible to negative 
changes resulting from anthropopressure (Marszał et al. 2014, Przybylski et al. 
2020) and their presence positively indicates the ecological status of the water-
course (Admaczyk et al. 2013, Prus et al. 2016, Rechulicz & Płaska 2016). For-
ested watercourse sections are least exposed to pressure, and the presence of the 
riparian zone has also a positive effect on ichthyofauna (Broadmeadow et al. 
2011, Four et al. 2017, Prus et al. 2018). 

The highest number of fish species was found in estuaries, of which only 
one (L8) has a relatively high degree of naturalness. The high number of species 
in the heavily impacted section L7 is not surprising, since mainly eurytopic or 
stagnophilic species, including one alien species, were present. The occurrence 
of rheophiles, such as chub, ide and dace, as well as a protected spined loach, can 
be explained by the location of the section a few kilometers from the mouth of 
the river (near Warta), from which, despite the presence of two gabion buildings, 
they migrate up Lutynia. The general tendency, repeatedly emphasized in the lit-
erature, confirms that along with the size of the watercourse and the distance from 
the sources, the quantity and diversity of species increases (Broadmeadow et al. 
2011, Four et al. 2017, Prus et al. 2018). 
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The significant correlation between species composition and environ-
mental conditions shows that fish assemblages react very clearly to all kinds of 
pressure, that act contemporarily making difficult to disentangle the relative im-
portance. Only species diversity appears to be strongly correlated only with hy-
dromorphological transformations. According to the authors, the Sh-W index in 
some cases does not reflect the actual state of ichthyofauna. This is especially 
true for small gravel streams, in which several (2-4) species are often found, but 
they are fish with high environmental requirements. The above thesis can be con-
firmed by the example of sections L4 and L5. 

Alien species – Prussian carp and topmouth gudgeon were caught in the 
sites under pressure, with the second species appearing in significant densities 
just on one sampling date. The presence of these taxa is associated with carp and 
grass carp farming fish in nearby ponds fed with river water and with transfor-
mations of watercourses favoring tolerant over exigent species. These species are 
a threat to native ichthyocoenoses, because they have broad ecological tolerance 
and can compete for microhabitats and food resources, and Prussian carp reduces 
the spawning efficiency of common crucian carp (Carassius carassius) through 
gynogenesis (Kirankaya & Ekmekci 2013, Jakubčinová et al. 2013, Simonović et 
al. 2017, Szumiec et al. 2006, Witkowski & Grabowska 2012). 

Alien species that get into the fish farming ponds along with young fish, 
are then easily introduced into the connected rivers (Witkowski & Grabowska 
2012, Záhorská et al. 2013). In addition, fish ponds negatively affect the ecolog-
ical state of the receiving rivers through post-production water discharges (Four 
et al. 2017, Francová et al. 2019, Hlavac et al. 2014, Szumiec et al. 2006). 

The ASPT index calculated for both biotic assemblages indicates a strong 
response to most of the tested parameters and reflects well all types of disturb-
ances. Similar results for invertebrates can be found in the publication of Bis & 
Mikulec 2013, however, no attempt has been made to apply this indicator to ich-
thyofauna so far. 

Comparing the results of our own study with general, accessible data 
from Kołaczkowski & Kniat (1959) and archival results of physicochemical an-
alyzes conducted by VIEP in Poznań, we can notice a progressive improvement 
of the ecological condition of the middle and down current of Lutynia. Reduction 
of impacting activities in the river surroundings and of pollution loads prompted 
a gradual recovery of habitat conditions, as well as a slow increase in the number 
of species.  
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6. Conclusions 
 The watercourses studied, despite the observed improvement in water qual-

ity, are still subject to strong anthropopressure, which is manifested mainly 
by modifications of the river bed reducing the diversity of microhabitats, con-
tinuity disturbances limiting the possibility of organism migration and or-
ganic pollutants deteriorating oxygen conditions. 

 The level of pressure on individual sections is varied, and this is reflected in 
the differences in the composition and structure of the groups studied. The 
sections least transformed in terms of continuity and hydromorphology are 
also characterized by the highest water quality. In these sections, an increase 
in species diversity and the presence of indicator species with higher require-
ments were noted. 

 The presence of the wide, well developed riparian zone is one of the most 
important factors determining the high diversity in the river biocenoses.  

 Alien fish species are found mainly in transformed environments. The pres-
ence of all three disturbances is conducive to the occurrence and even the 
dominance of alien species. 

 Macroinvertebrates and fish assemblages are responding slightly differently 
to each single impact source. For macroinvertebrates, the value of biological 
indexes depends on maintaining continuity; diversification of flow, depth and 
bottom substrate; the presence of hiding places; oxygen content and dissolved 
organic matter. Fish respond to all types of pressure, but the diversity of mi-
crohabitats and the water quality expressed in oxygen are particularly im-
portant. 

 Zoobenthos and fish are very good, universal bioindicators and both groups 
should be used together providing a complimentary view on large and small 
scale impacts. 

 The thesis about a different reaction of communities to pressures has been 
confirmed, but it is difficult to link a specific group of organisms with the 
scale of the pressure impact. 

 The analyses show that ASPT is the most reliable among the biological indi-
ces used, for both benthos and fish. 
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Abstract: Among the apparatuses with a regular arrangement of packing elements 
creating an in-phase mode of vortex interaction, which ensures high efficiency of 
the processes, it is interesting to use a standard tubular packing. Such packing 
allows additional advantages associated with heat supply or extraction directly in 
the contact zone of the interacting phases, which is very important for conducting 
some chemisorption processes. The research covers such hydrodynamic 
regularities as hydraulic resistance during a heat carrier movement in pipes and 
during external flow around a tubular beam, retained liquid amount and gas 
content of layer in the external flow around the tubular beam with liquid and gas 
flows. The research was carried out using an experimental setup with a heat and 
mass transfer apparatus with regular tubular packing. The medium used during 
experiments is water-air. The research methodology included standard methods 
for determining hydraulic resistance and retained liquid amount and visual 
observation and photographing of gas-liquid flows. The novelty of the research 
was equations – one for calculating the hydraulic resistance in pipes, taking into 
account local resistances and pipe roughness. The other ones for determining the 
pressure losses during the external flow around the tubular beam, the retained 
liquid amount, and the gas content of the layer, taking into account the vortex 
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interaction of gas and liquid flows. Graphical and calculated dependences of the 
investigated hydrodynamic characteristics were obtained as a result of the 
conducted research of the hydraulic resistance during the heat carrier movement in 
the pipes, as well as the hydraulic resistance and the retained liquid amount during 
the external flow around the tubular beam with a change in the gas velocity and 
irrigation density. When the heat carrier flows in the pipes, the numerical values 
of the hydraulic resistance in the transient mode do not exceed 1.5 kPa, in the 
developed turbulence mode in the range of the Reynolds number from 1·104 to 
6·104 Р varies from 1.5 to 53 kPa. With the external flow around the tubular 
beam, in the developed turbulence mode wg = 4 m/s and L = 25 m3/m2h, the 
hydraulic resistance is 85 Pa, the retained liquid amount is 4.5·10-3 m. The change 
in the irrigation density in this mode (developed turbulence) in the L range from 
10 to 100 m3/m2h leads to an increase in the hydraulic resistance from 65 to 
160 Pa, the retained liquid amount from 2.16·10-3 to 13.6·10-3 m. The calculated 
dependencies are the basis of the method for calculating the hydrodynamic 
characteristics of the apparatus with the regular tubular packing, which can be 
used to calculate industrial devices. 
Keywords: regular tubular packing, vortex interaction, local resistance, 
roughness, hydraulic resistance, retained liquid amount, gas content 

1. Introduction 
Packed apparatuses are widely used in chemical technology, petrochemistry, 
and oil refining during absorption, rectification, extraction, etc. (Lapteva 2019, 
Kagan et al. 2013). These apparatuses use stationary irregular and regular pack-
ing as contact elements (Laptev et al. 2017). Irregular packings (Raschig rings, 
Pall rings, Berl saddles, HY-PAK, CASCADE-RINGS, Inzhekhim packings) 
(Lapteva 2019, Laptev et al. 2017) increase hydraulic resistance, have relatively 
low efficiency, and are not able to work with contaminated gases and liquids. 
Regular packings (INTALOX, Sulzer, Koch, Inzhekhim, Norton, Vakupak, 
Glitch-Grid, Mellapak, MellapakPlus, Mellagrid, mesh packings BX and CY) 
contain channels of a regular structure. Therefore, they have slightly lower hy-
draulic resistance and higher performance indicators (Lapteva 2019). However, 
they are prone to overgrowth with solid deposits. 

So there are many heat and mass exchangers with regular packing, the 
operation of which is based on the vortex interaction of gas and liquid flows 
(Einstein et al. 2002). Moreover, it is known that apparatuses with a regular 
arrangement of packing elements have proven themselves well in the absorption 
and dust collection processes in the production of phosphorus and chromium 
compounds due to low hydraulic resistance and relatively high efficiency 
(Volnenko 1999, Serikuly et al. 2020).  

It is of interest to use regular tubular packing to carry out the heat trans-
fer and the combined processes of heat transfer and mass transfer. Its functional 
area is a series of horizontal layers in height from regularly arranged pipes with 
fixed steps (distances) between the pipes in the vertical and radial directions. 
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The pipe mouth and orifice are equipped with collectors set on the outside of the 
body. The heat carrier overflows from the upper layer of the regularly arranged 
pipes through the collector bends. During operation, the spray from the irrigator 
does not mix with the heat carrier moving inside the pipes (Volnenko et al. 2013). 

The use of tubular packing provides additional advantages associated 
with the heat supply or extraction directly in the interacting phases’ contact 
zone, which is essential when carrying out some chemisorption processes. 

The literature contains limited information on the research results of the 
hydrodynamic laws of regular tubular packing, which hinders the use of such 
apparatuses in industry. 

The article presents research results on the main hydrodynamic charac-
teristics of a liquid flow in the pipes and the external flow around the tubular 
beam in an apparatus with regular tubular packing. Also, to obtain the calculat-
ed dependences of the hydraulic resistance, the retained liquid amount, and the 
gas content of the layer for engineering calculations. 

The research methodology includes standard methods for determining 
hydraulic resistance and retained liquid amount and visual observation and pho-
tographing of gas-liquid flows.  

2. Experimental setup and research technique  
An experimental setup was created to study the main hydrodynamic characteris-
tics of the apparatus with regular tubular packing. Its technological diagram is 
shown in Fig. 1. 

The airflow blown by fan 1 enters through the collecting tank into the ap-
paratus column 10 (cross-section of 340x340 mm and a working area height of 
1.3 m). Then, it passes through the tubular beam 8, rinsed with a liquid entering 
through the irrigator 7, and is released into the atmosphere. The airflow rate is 
regulated by gate 2 according to the readings of a standard diaphragm with a dif-
ferential pressure gauge. The irrigation liquid from the lower container of appa-
ratus 10 through the intermediate container 9 is supplied by pump 3 to pressure 
container 5, from which it is fed through the irrigator 7 for irrigation. The water 
flow rate is regulated by valve 6 according to the readings of a rotameter. 

The technological scheme supplies the heat carrier to the pipe space in 
a closed circuit, including pump 3, the pressure container 5 with heater 4, and 
the tubular beam 8.  
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Fig. 1. Technological diagram of the experimental setup for determining the hydrody-
namic characteristics of the apparatus with a tubular packing 1 – fan; 2 – gate;  
3 – pump; 4 – heater; 5 – pressure container; 6 – valve; 7 – irrigator; 8 – tubular beam;  
9 – intermediate container; 10 – apparatus with a tubular packing  

 
Fig. 1 also shows the points where the gas flow rates, spray, heat carri-

er, pressure, temperature, and liquid level are measured. 
The equipment used during studies is an apparatus with regular tubular 

packing (Fig. 2) (Volnenko et al. 2013), including an irrigated tubular beam, 
where the pipes are evenly spaced in vertical and radial directions with specific 
steps. In the vertical direction, a corridor arrangement of pipes is adopted. On 
the outer side of the apparatus body, the ends of the outgoing pipes are layer-by-
layer connected to liquid collectors and a fitting for overflowing liquid to the 
downstream row. One of the collectors has a branch pipe for supplying liquid, 
and on the opposite side, a branch pipe for draining it.  
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Fig. 2. The fragment of the working area of the apparatus with the regular tubular 
packing 

 
The range of operating and design parameters of the hydraulic re-

sistance and the retained liquid amount during the study on the external flow 
around the tubular beam is given below. 

Operating parameters: 
- gas velocity Wg – 1-5 m/s, 
- irrigation density L – 10-75 m3/m2·h, 
- air temperature tair – 20-100°С. 
 
Design parameters: 
- step between the pipes in the vertical direction tv/d – 2, 
- step between the pipes in the radial direction tr/d – 2, 
- the pipe size: d = 0.025 m;  = 0.34 m. 
 
When the heat carrier flows in the pipes: 
- liquid velocity wl – 0.5-3.5 m/s (Rel = 9000-70000), 
- heat carrier temperature tl – 16-100°С. 
 
The hydraulic resistance of the apparatus ΔP was measured by a differ-

ential pressure gauge and controlled by a DSR-type device.  
The retained liquid amount, referred to as the section of the column h0, 

was determined by the “cut-off” method (Ramm 1976, Idelchik 1992). For this, 
the gate on the gas path and the valves on the irrigation liquid supply were sim-
ultaneously closed (Fig. 1). The retained liquid amount was determined using 
measuring containers. 
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3. The research results and calculated dependences 
The research of the hydrodynamic characteristics was carried out for two cases. 
In the first case, the hydraulic resistance was determined during the heat carrier 
flow in the pipes. In the second case, the hydraulic resistance and the retained 
liquid amount were determined during the external flow of liquid and gas 
around the tubular beam.  

For the first case, when the heat carrier flows in the pipes, hydraulic 
calculation of resistances determined by the pressure losses is complicated due 
to friction and local resistances.  

Fig. 3 shows a graph of the dependence between tubular beam’s hydrau-
lic resistance Р and the Reynolds number Rel.  

 

 
Fig. 3. The tubular beam’s hydraulic resistance Р vs. the Reynolds number Rel 

 
The graph shows that liquid flows in the tubular beam in a transient 

mode (2300 ˂ Rel ˂ 10000) and a mode of developed turbulence (Rel ˃ 10000). 
Within the whole range of Reynolds numbers, a steady increase in the hydraulic 
resistance is observed. Obviously, with an increase in the liquid flow velocity, 
the flow energy consumption for overcoming local resistance and friction re-
sistance increases. 

The total resistance of the pipe space is calculated based on the heat car-
rier movement pattern from the entry to the tubular beam to its exit. Fig. 4 
shows the tubular beam and indicates the places of local resistance and friction 
resistance. 
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Fig. 4. Calculation of the hydraulic resistance of the tubular beam: 1 – body; 2 – tee;  
3 – collector; 4 – pipes; 5 – branches;  ∆𝑝ଵ – pressure loss in the tee, Pa; ∆𝑝ଶ – pressure 
loss in the elbow, Pa; ∆𝑝ଷ – pressure loss at the split flow exit to the collector, Pa;  ∆𝑝ସ – pressure loss at the flow exit from the collector to the beam pipes, Pa;  ∆𝑝௙௥ – friction pressure loss in the heat exchanger pipes, Pa; ∆𝑝ହ – pressure loss at the 
flow entry from the pipes to the collector, Pa; ∆𝑝଺ – pressure loss at the flow exit from 
the collector to the branches, Pa; ∆𝑝଻ – pressure loss at the liquid movement along the 
branches, Pa; ∆𝑝଼ – pressure loss at the flow entry from the branches to the collector, 
Pa; ∆𝑝ଽ – pressure loss at the flow entry from the collector to the tee pipes, Pa; ∆𝑝ଵ଴ – pressure loss at the flow entry from the tee to the pipe, Pa. 

 
The structure of the equation for calculating the hydraulic resistance de-

pends on the route configuration in which the heat carrier flows. For our case of 
the heat carrier flow (Fig. 3), the structure of the equation for calculating the 
hydraulic resistance has the following form:  ∆𝑝 ൌ ∆𝑝ଵ ൅ ሺ𝑧 − 2ሻ ∙ ∆𝑝ଶ ൅ 𝑧 ∙ ሺ∆𝑝ଷ ൅ ∆𝑝ସ ൅ ∆𝑝௙௥ ൅ ∆𝑝ହሻ ൅ ሺ𝑧 − 1ሻ ∙ ሺ∆𝑝଺ ൅ ∆𝑝଻ +∆𝑝଼ ൅ ∆𝑝ଽ)+∆𝑝ଵ଴,  (1) 

where: 
z – number of strokes in the tubular beam. The error between the calculated 
values and the experimental data is ± 9%. 
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The pressure loss in local resistances is calculated using the following 
formula: ∆𝑝௜ = 𝜁௜ ቀఘ∙௪೔మଶ ቁ, (2) 

where: 𝜁௜ – local resistance coefficient in the considered area of the heat exchanger 
(index i = 1, 2, ..., n) (Idelchik 1992); 𝑤௜ – liquid velocity in a narrow section of the considered area, m/s. 

 
Friction pressure loss in the heat exchanger pipes (Domansky et al. 1982): Δ𝑝௙௥ = 𝜆௙௥ ௟ௗೡ ఘ௪೑ೝమଶ , (3) 

where: 𝜆௙௥ – friction coefficient, 𝑙 – pipe length, m,  𝑑௩ – internal pipe diameter, m,  
ρ – liquid density, kg/m3,  𝑤௙௥ – liquid velocity in the pipes, calculated from the area of the free section of 
one stroke, m/s.  

 
The friction coefficient 𝜆௙௥ depends both on the flow mode and on the 

roughness of the pipes or channels walls. 
During turbulent flow, the friction coefficient substantially depends on 

the pipe wall roughness. The value 𝜆௙௥ can be calculated using the formula 
(Domansky et al. 1982): 𝜆௙௥ = 0,11 ቀଵ଴ோ௘ + 1,16 ∆ௗೡቁ଴,ଶହ, (4) 

where: 
 – pipe roughness, mm. 

 
The hydraulic resistance and the retained liquid amount were studied in 

the external flow of liquid and gas around the tubular beam within the range of 
the operating parameters. 

Balabekov & Volnenko (2015) summarize the research results of the 
hydrodynamic characteristics and parameters of mass transfer of various regular 
packing types (Balabekov et al. 2004, Balabekov 1984, Seitkhanov 2002, 
Bekibayev 2008, Yesskendirov, 2005, Sabyrkhanov, 1996, Kumisbekov 1999, 
Korganbayev 1999) (lamellar, cylindrical, prismatic with different cross-



Aikerim Nurlankyzy Issayeva et al. 876
 

sections, etc.). These results allowed to establish the patterns described in 
(Balabekov & Petin 2000, Balabekov et al. 2004). During flow around solids 
located regularly in the direction of flow, it is possible to achieve modes of 
simultaneous vortex formation (in-phase modes) when the time of formation 
and time of motion of vortices behind the chain of bodies coincides (Balabekov 
& Petin 2000). An increase in energy consumption accompanies this 
phenomenon.  

For the apparatus with the tubular packing of a regular structure, the ex-
treme points corresponding to the achievement of the simultaneous vortex for-
mation modes are the steps of the pipes in the vertical direction tv/d = 2 and 4 
(Serikuly 2015, Serikuly et al. 2020). 

When changing the steps of the arrangement of solids in the radial di-
rection, another pattern was established (Balabekov et al. 2004). Up to the criti-
cal step between solids, the width of the gap between adjacent bodies deter-
mines the vortex formation size and frequency. Exceeding the crucial step leads 
to each solid forming vortices independently, and the solid width determines 
their frequency. The critical step in the radial direction for the tubular packing is 
tr/d = 2 (Volnenko 1999, Serikuly 2015, Serikuly et al. 2020). 

With the established steps of the pipe arrangement (tv/d = 2 and tr/d = 2), 
the studies of the hydraulic resistance and the retained liquid amount with 
a change in the operating parameters were carried out.  

It is known that for most apparatuses with a regularly placed packing, 
when the gas flow velocity changes, the presence of three modes is 
characteristic: film-drop, drop and drop entrainment (Volnenko, 1999). At the 
same time, the most rational, in terms of the combination of energy 
consumption and the achieved efficiency, is the drop mode (gas velocity  
2.5-4 m/s) (Volnenko 1999). The studies of the hydrodynamic characteristics 
are presented in Fig. 5 and 6.  

Fig. 5 shows that an increase in the gas flow velocity causes an increase 
in the hydraulic resistance and the retained liquid. Due to the dynamic pressure 
increase, the hydraulic resistance rises along with the gas velocity increase. In 
this regard, the energy costs for overcoming the contact zone of the apparatus 
are growing. Furthermore, the dynamic pressure increase also contributes to the 
retention of more liquid in the packing volume.  

The irrigation density increase (Fig. 6) leads to increased hydraulic 
resistance and the retained liquid. It is evident since more liquid is involved in 
the interaction process. 
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Fig. 5. Dependence of the hydraulic resistance PC , PL and the retained liquid amount 
h0 on the gas velocity Wg; Experimental conditions: tv/d = 2 and tr/d = 2.  
L = 25 m3/m2h; 1 – PС; 2 – PL; 3 – h0 
 

 
Fig. 6. Dependence of the hydraulic resistance PL and the retained liquid amount h0 
on the irrigation density L: Experimental conditions: tv/d = 2 and tr/d = 2. Wg = 4 m/s; 
1 – PL; 2 – h0 
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To calculate the hydraulic resistance of the apparatus without irrigation, 
including the flow pressure loss caused by the vortex formation and interaction 
in the tubular beam, the change in the gas flow direction, the friction of the gas 
against the packing elements’ surface, the following dependence (Volnenko 
1999) may be used:  ∆𝑃௖ = 𝜉 · ு௧ೡ · ఘ೒·ௐ೒మଶ·ఌబమ  , (5) 

where: 
Н – packing area height, m, 𝜌௚ – gas density, kg/m3. 

 
The coefficient of resistance, taking into account the pressure loss 

during the vortex interaction in the vertical and radial directions, is calculated 
using the formula: 𝜉 = А · 𝜃௩ · 𝜃௥ , (6) 

where: 
A = 0,226 is a result of the processing of experimental data. 

 
The following formula determines the porosity of the tubular packing: 𝜀଴ = 1 − ௗ௧ೝ (7) 

The coefficient characterizing the vortex interaction degree in the vertical 
direction for the tubular packing elements 𝜃௩ (Balabekov & Volnenko, 2015): 𝜃௩ = 0,85 + 0,15sin ቂగଶ ቀସ௧ೡ⋅ௌℓ௠ೖ + 1ቁቃ, (8) 

where: 
Sl – Strouhal number for the tubular elements, Sl = 0,2, 𝑚௞ – parameter that considers the vortex formation, the streamlined elements 
shape and the vortex velocity decrease.  

 
For the tubular elements: 𝑚௞ = 0,44൫1 − expሺ−𝑡௩ሻ൯ (9) 

The coefficient characterizing the vortex interaction degree in the radial 
direction and taking into account the change in the vortex formation frequency, 
r can be determined by the formula (Balabekov & Volnenko, 2015): 𝜃௥ = ୲౨ି ୲౨ିௗ, (10) 
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Pulse elements located in the same row perpendicular to the streamlined 
flow contribute to the vortex formation with the scales . There are two cases 
for discretely located bodies in one row, perpendicular to the streamlined flow: 
at tr > 2d  = d; at tr < 2d  = tr-d.  

The error between the calculated values (using formula (5)) and the ex-
perimental data is ± 12%. 

The hydraulic resistance of the irrigated packing, taking into account the 
flow pressure loss caused by the gas friction against the surface of the packing 
elements and the liquid film, can be calculated using the following dependence:  ∆௉ಽ∆௉೎ = 1 + 𝐵 · ቀ௅೘ீ೘ቁ଴,଼ · ቀఘ೒ఘ೗ቁ଴,ସ

 , (11) 

where: 
В = 8,5 – experimental coefficient. The error between calculated values and 
experimental data is ± 14%. 

 
The mass flow of the gas (kg/s): 𝐺௠ = 𝑊௚ · 𝑆௔௣ · 𝜌௚  (12) 

The mass flow of the liquid (kg/s):  𝐿௠ = ௅ଷ଺଴଴ · 𝑆௔௣ · 𝜌௟    (13) 

The retained liquid amount may be calculated using the balance equation: ∆𝑃௅ − ∆𝑃஼ = 𝜌௟ · 𝑔 · ℎ଴ (14) 

After substituting the hydraulic resistances of dry and irrigated apparat-
uses: 𝜉 ு௧ೡ · ఘ೒ௐ೒మଶఌబమ · 12,4 ቀ௅೘ீ೘ቁ଴,଼ · ቀఘ೒ఘ೗ቁ଴,ସ = 𝜌௟ · 𝑔 · ℎ଴ , (15) 

the retained liquid amount h0 is obtained in the following form: ℎ଴ = С · 𝜉 · ு௧ೡ·௚ · ቀௐ೒ఌబ ቁଶ · ቀ௅೘ீ೘ቁ଴,଼ · ቀఘ೒ఘ೗ቁଵ,ସ
 , (16) 

where: 
С = 5,06 – experimental coefficient. The error between the calculated values 
and the experimental data is ± 15%. 
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The gas content in the layer is determined by formula (Balabekov & 
Volnenko, 2015, Volnenko & Balabekov, 2016): 𝜑 = 𝜀 − ௛బு  (17) 

The following formula determines the volumetric porosity of the tubular 
packing in equation (17): 𝜀 = 1 − గௗమସ௧ೝ⋅௧ೡ (18) 

The novelty of the results presented in this article is the obtained exper-
imental data of the hydrodynamic characteristics in various forms. First of all, 
graphical dependencies. Then, the calculated equations of the hydraulic re-
sistance during the heat carrier flow in the pipes, the hydraulic resistance during 
the external flow around the tubular beam, the retained liquid amount and the 
gas content in the layer. 

4. Conclusions 
The laboratory setup was created and the research methods were selected to 
examine the main hydrodynamic characteristics of the apparatus with a regular 
tubular packing – the hydraulic resistance (when the liquid flows in the pipes 
and at the external flow around the tubular beam) and the retained liquid 
amount. 

The research results of the hydraulic resistance in the pipes, the pressure 
loss during the external flow around the pipes and the retained liquid amount in 
the apparatus with a regular tubular packing with the change in the gas velocity 
and the irrigation density were obtained. It was noted that with the gas flow 
velocity increase, its dynamic pressure grows, and therefore, the hydraulic re-
sistance and the retained liquid amount increase. Furthermore, the irrigation 
density increase also causes an increase in the hydraulic resistance and the re-
tained liquid amount. The reason for that is the increase in the fluid volume 
involved in the interaction with the gas.  

The equation for calculating the hydraulic resistance in the pipes is pro-
posed. It takes into account the local resistances and the pipe roughness. The 
formulas for determining the pressure loss during the external flow around the 
tubular beam, the retained liquid amount, and the gas content in the layer take 
into account the vortex interaction between the gas and liquid flows. 

The calculated dependencies (hydraulic resistance in the pipes, hydrau-
lic resistance in the external flow around the tubular beam, retained liquid 
amount, gas content in the layer) are the basis for the calculation method of the 
hydrodynamic characteristics of the apparatus with the regular tubular packing. 
Such a method may be used to calculate industrial devices. 
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Abstract: The provisions of the European law have defined “Smart Metering” as 
a tool for remote meter readings and management of energy networks. Currently, 
after years of research and many real-life applications, it is one of the most 
popular solutions that defines friendly and modern cities. Similarly to automatic 
street lights, traffic signals or waste management systems, monitoring and control 
of water supply and sewage systems significantly improves the quality and 
comfort of life of city residents. The city infrastructure managers may use it as 
a tool that primarily allows for some cost savings and better resource 
management. The paper describes a remote transfer of water meters data through 
the Internet of Things technology. Also additional options have been presented, 
which are available once the data on water demand has been acquired. They can 
be communicated to other clients, e.g. other municipal services, as an element of 
Smart City, and to the customers. Thanks to this technology, the customers may 
analyze and better manage their actual water consumption trying to optimize it. 
Over time, it seems that saving water has become not only a fashionable whim but 
a trend to stay. 
Kaywords: smart city, water meter, reading 

1. Introduction 
Metering of water supplies (as a part of metrology) has been developing since 
only municipal water systems have been organized, so over a hundred years. 
First information about water meters appeared in publications in the late 19th 
century. At the beginning, water meter was used for correct billing for water 
supply services. Measuring and counting mechanisms used in water meters 
undergo continuous upgrading to increase their efficiency and reliability. What 
has remained unchanged is their purpose; water meters measure the volume of 
water consumed by the customer. In the 21st century, global digitization creates 
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a new dimension for the use of water meters. It is a remote transfer of water 
meter readings, together with current water consumption analysis and early 
notification about possible emergency alarms. A possibility to record the data in 
short intervals throughout the day and then report them regularly to the supplier 
has created completely new options for data management. The water consump-
tion data are also made available for the consumers, at their premises. 
(Billewicz 2011, Cichoń & Królikowska 2019). 

The amount of water consumed by a statistical resident has been chang-
ing over the last several decades. First of all, it depends on the standard of 
household appliances as well as available services, e.g. sewage system. In Po-
land, until the late 1980s, the economic factor in water consumption was of 
a rather minor importance; water consumption increased as new properties were 
connected to water supply networks. Once a market economy was introduced 
and a water price followed real production and distribution costs, water con-
sumption started to decrease. Actually, the City of Kraków Waterworks ob-
served this trend until the second decade of the 21st century. The annual water 
production since the very beginning of the City of Krakow Waterworks opera-
tion is shown in Figure 1. 

 

 
Fig. 1. Annual production of water at the City of Krakow Waterworks in years 1901-2020 
 

However, not only economy has an impact on a lower water consump-
tion. The new decisive factor is environmental awareness. The popular house-
hold appliances are not only more energy- efficient, they also consume less and 
less water, e.g. in washing or dishwashing cycles. All this means that even 
though the actual real number of residents served by the system becomes high-
er, the water demand remains constant, or only slightly increases (A). 
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The analysis of the water production at the City of Krakow Waterworks 
have exposed completely new relationships and trends that emerged during the 
COVID-19 coronavirus pandemic. Imposed restrictions and a shutdown of 
many industries resulted in a clear revision of consumers habits concerning 
a water demand. The largest drop in consumption was observed in services re-
lated to tourism and education, which remained closed for some time. It is 
a large group of consumers that includes hotels, restaurants, public utility facili-
ties and schools of all levels, universities and dormitories. Also many corpora-
tions working mainly in large office buildings sent their employees back home 
to work remotely. This in turn, resulted in a higher water consumption in 
households while in office buildings a water demand dropped down. One 
should also notice a substantial migration outside the cities. As a result, a water 
demand in neighboring communes, located around large cities, has increased 
significantly. Pandemic-related changes observed in a water demand are diffi-
cult to accurately analyze since water consumption readings, in case of multiple 
consumers, have been collected only once per the accounting cycle. 

2. Water consumption readings vs billing for services and reduction 
of water losses 
Water consumption readings are carried out by residents, as specified in the 
contract; usually, the readings are done in monthly or longer periods of time. 
The billing systems convert consumption into daily average values, however, 
these are just approximate and not actual values. Such data is sufficient for se-
lection of a water meter or for monitoring of consumption trends during the 
period of normal water consumption. However, such a system is obviously in-
sufficient if more accurate metering of water consumption is required as well as 
more precise analysis of its different aspects. Management of municipal infra-
structure, which primarily means savings and better management of resources, 
is undoubtedly one of such aspects. 

Water resources protection has become increasingly important in recent 
years and as such it demands reduction of water losses. Poland, similar to other 
European Union countries, is obliged to rationally use and protect water re-
sources following the principles of sustainable development, i.e. while improv-
ing the quality of life, one should not intrude upon the natural environment, in 
particular water resources (Jakuta 2015). Approximately 40% of population 
have a limited access to drinking water while about 20% of the world's popula-
tion do not have access to clean drinking water at all. The countries of northern 
and central Africa, South America and Central Asia are most severely affected 
by the water deficit. Also, water resources of Poland are not sufficient; their 
average size is about 62 km3 while the more difficult renewable groundwater 
resources are estimated at about 16 km3. According to the European Commis-
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sion, the annual volume of water per person in Poland was 1580 m3 (year 2009); 
such value is three times lower than the European average (4580 m3) and 4.5 
times lower than the world’s average (Skwarzyńska et al. 2014). 

Combination of the diagnostic system and a well-tuned model of the 
water supply system (working in real time) enables a precise detection, localiza-
tion and determination of the size of the leak, thus reducing water losses. Hence, 
a careful monitoring and measurements of water consumption will also contrib-
ute to protection of water resources (Cichoń & Królikowska 2018). 

A precise measurement system, operating in real time, is essential for 
operation of the diagnostic system. To obtain sufficient number of data on water 
consumption and balance the flow in the network divided into zones, it is neces-
sary to collect readings from consumers' water meters at least in daily intervals. 
Daily water consumption and daily readings from water meters are have to be 
compared with a water volume pumped into the distribution system in order to 
get the system balanced. The balance should be made at the beginning of each 
day on the basis of data collected at midnight. Then, it is possible to compare 
the volume of water that has flowed to individual network nodes with the vol-
ume showed on the main water meters, at the customer’s premises. Once the 
threshold values for individual zones are determined, the water balance should 
not be altered by fluctuations observed at the individual water meters. On the 
other hand, a higher water flow into a given zone that is not balanced with water 
meter readings points to the failure risk in the zone. As the automatic reading of 
water meters at the customers premises is implemented, the system will bring 
more accurate and real data on current water losses in individual zones on 
a daily basis. 

Remote readings of water meters not only resulted in a faster and better 
access to meter readings at the customer premises, but also provided other valu-
able information (Kubiak & Urbaniak 2013, Kubiak & Urbaniak 2015). The 
system, comprising electronic modules (overlays) installed on water meters, 
allows to monitor an instantaneous water consumption; it also detects and stores 
emergency alerts or any abnormal situations that are observed in the system. 
The information on alerts (failures) is valuable not only for the water company, 
but also for the consumer, who this way can be aware of a failure at a very early 
stage and may limits its potential effects. The effects could be either financial 
(for the client or the company) or can be related to the water resources  
management. Modules furnished with a memory function may store both meas-
urements and time of their occurrence, i.e. to record measurement data. Such 
registration can be a helpful option in situations when the consumer questions 
readings from the measuring devices. The meters supported by data transmis-
sion modules are also more resistant to unauthorized interference and to errors 
and distortions in the reading process. All of these features allow for implemen-
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tation of advanced technologies to reduce the volume of water that does not 
create profit as well as water losses; it applies to both hardware and software 
technologies, based on data analysis. 

3. Water consumption as an input parameter for city life modeling 
When only mechanical devices were used as popular meters, reading of instan-
taneous flows required professional tools or it was impossible. Information 
about the actual instantaneous water demand is necessary for a successive moni-
toring of guidelines for selecting a water meter, sizing of connections, but also 
for calculating an actual capacity of the existing pipes. It applies to both the 
current real-life situation and forecasts for the future designs. New algorithms 
for modeling water supply networks offer much better results when they work 
on real measurement data; that is why there is a huge demand for more and 
more frequent readings from the water meters. 

On the other hand, the read-out data is available only once per account-
ing period and that is the main limitation in verification of network models. It 
turns out that data on daily water consumption, developed for balancing water 
consumption and water losses, is insufficient and using hourly readings would 
be better option. Such approach is not impossible, but it requires a more ad-
vanced reading databases and tools for their management (Kubiak et al. 2016). 

Water meter readings are needed not only for the water utilities (billing 
for the services), but they also may help to more accurately synchronize func-
tions of the city, as a whole. In the era of development of cities and their ad-
vanced services, management of the city's organism as a system of intelligent 
connections becomes more and more important (Billewicz 2011). Such phe-
nomenon is the widely known as the idea of Smart City. 

Water consumption is related more to the presence of people than other 
utilities. While in the case of electricity or gas, their consumption may be relat-
ed to operation of automatically controlled systems (e.g. heating) not always 
directly related to the presence of residents at home, water consumption almost 
always results from operation of man-operated water intake points. This means 
that tracking down a water consumption can be correlated with tracking of peo-
ple's movement, e.g. between home and workplace. This cannot be said for 
electricity, especially because of the widespread use of renewable electricity 
sources, which make households prosumers of energy. Thus, the demand for 
water verifies the actual number of people staying at a given property or in 
agiven area of the city. Currently, more and more cities ties charges for waste 
disposal with the amount of water used. For example, Łódź estimated that tens 
of thousands of residents have disappeared from the of waste collection system. 
In 2016, the system recorded 675,000 residents while in 2020 only 615,000.  
In recent years, water consumption in the city remained at a similar level, which 
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means that the population in Łódź has not decreased – contrary to declarations 
submitted to the City of Łódź Office (https://www.teraz-srodowisko.pl/aktual-
nosci/oplata-opdady-dla-inhabitants-zuzycie-water-Warsaw-Lodz-9628.htm). 
Each water company may collects such data about customers, but there is a for-
mal limitation related to the privacy issues and solutions complying with the pro-
visions on the protection of personal data (GDPR) have to be respected. 

Another more advance example is the use of water consumption data 
for modeling of resident migration within the city. Various institutions have 
showed interest in such an issue and it is becoming more and more popular with 
time. Companies and organizations that deal with specific public services, e.g., 
modeling of a public transport system where intelligent solutions are often used, 
turn to water utilities. Such systems may help to improve both a traffic flow and 
a travel comfort, as well as a comfort of living in the entire city (e.g. when lim-
ited traffic zones are created). As part of this task, special maps with grids of 
settlements or areas characteristic for the people relocations are prepared. 

There are three main constraint factors in applying the water consump-
tion data. The first one are the GDPR requirements, which severely limit the 
rights of water and sewage companies to share knowledge about water con-
sumption. To do so, they have to inform residents and obtain their consent to 
share the data and also they have to protect the data against unauthorized use 
e.g. giving away information about the absence of residents at home. 

The second limitation is a difference in a spatial distribution of the wa-
ter supply network and road and communication system. Due to this limitation, 
data on water intake from nodal points of the water supply network (e.g. entire 
housing estates) is usually insufficient and data from individual properties has 
to be collected and then analyze in particular sub-classes, characteristic for the 
area served by individual stops. 

The third limitation involves frequency of data collection. Daily data 
collections were defined as a target frequency for the water supply system. For 
migration modeling purposes, such frequency is completely insufficient and 
data collection at least on an hourly basis is required. Such limitation may be of 
crucial importance if there is no access to stationary data transfer technologies, 
i.e. the Internet of Things (IoT) technology. The technology allows for a fre-
quent transmission of small packages of data and this way one can process data 
collected even more often than every hour. To achieve such a goal it is neces-
sary to build large databases and create efficient tools for data managing. 
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Another very valuable feature of using the IoT technology for transmis-
sion of data from water meters is the fact that consumers may analyze their wa-
ter consumption; This way an environmental consciousness and a pro-
environmental behavior related to a climatic footprint can be promoted in the 
households. 

4. Conclusions 
The use of the Internet of Things technology to collect water meters readings 
opens new, much wider possibilities of their application. While the daily data 
transfer has expanded possibilities of using the data for balancing water flows in 
the network, and thus for a successive monitoring of water losses, the IoT tech-
nology enables transfer in the hourly consumption data for modeling of the city, 
as a flexible but resistant structure. The SMART CITY is an expertise and inter-
connection that are driven by the use of technology and communication to solve 
urban issues. It combines many elements related to the economic, social and 
spatial zones and allows the city authorities for a systemic approach to the deci-
sion-making process. Currently, the idea of SMART CITY is based on IoT and 
intelligent computing methods used in the design and operation of water supply 
systems (Czapczuk et al. 2015, Dawidowicz 2012). Learning algorithms allow 
you to adapt in the process of operation on an ongoing basis to changing condi-
tions. 

Readings of water meters at consumers sites, at the smart city, not only 
help to protect water resources, but also provide information necessary for ur-
ban services, such as: transport or traffic management. By monitoring water 
consumption, residents save not only water but also energy. 
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Abstract: In modern realities, there is no unified methodology for the economic 
assessment of geological exploration in subsoil use. The main research question of 
this study was to develop a methodology for the new economic model formation 
for assessing geological exploration in the subsoil use for the mineral resource 
base rational use. The new methodology can facilitate the assessment of subsoil 
users of hydrocarbon reserves and resources and government bodies when putting 
resources and reserves on the balance sheet. In the course of the study, modeling, 
observation, description, and analysis methods were used. The result of the study 
was a new economic model for evaluating geological exploration in subsoil use. 
The main conclusions can be characterized by the optimization of the main 
indicators of the valuation of mineral raw materials. The basic principles for 
calculating discounted cash flow, discount rate, payback period and internal rate 
of return were developed. 
Keywords: methodology, geological exploration, hydrocarbon reserves  
and resources, modeling methods, cash flow, discount rate, payback period 

1. Introduction 
In geological study of subsoil, exploration and preliminary assessment, it is 
customary to define it as a comprehensive study, which contains a number of 
different assessments, such as geological, technological, environmental, eco-
nomic indicators. The absence of a unified model for evaluating geological ex-
ploration in subsoil use leads to contradictions in the correctness of the result 
obtained for assessing the efficiency of the use of subsoil and mineral resources. 
In recent years, the mineral resource base of Russia and the world has been 
experiencing a shortage of various types of raw materials; for instance, there are 
changes in the raw material base of the Russian gas industry (Abramov et al. 
2018). All this may lead in the future to a profound transformation of the coun-
try’s economy. The most obvious reason for the occurrence lies in the relative 
uncertainty of the results when calculating reserves, a sufficiently long term of 
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development of deposits, the presence of its own specific life cycle, and a high 
capital intensity of production. The result may be the uncertainty of the result-
ing geological and economic estimates. From the point of view of fundamental 
science, there is a need for a unified economic model for evaluating geological 
exploration work, which will regulate the system for evaluating the geological 
and economic indicators of the geological exploration process, providing for 
calculating the effectiveness of geological exploration work in Russia at all 
stages and stages aimed at increasing the validity of management decisions 
when choosing objects of geological exploration. Consequently, the scientific 
task within the framework of the research topic is the creation of a new method-
ology for the transformation of the most important branch of the national econ-
omy. The relevance from the point of view of fundamental science is that there 
is a need for a unified economic model for evaluating geological exploration, 
which will regulate the system for evaluating the geological and economic indi-
cators of the exploration process, which provides for calculating the effective-
ness of exploration in Russia and the world at all stages and stages, aimed at 
increasing the validity of management decisions when selecting objects for geo-
logical exploration. 

The current state of research in the field of methodology and modeling 
of economic efficiency was presented by Trofimov et al. (2017); their position 
is based on the study of the discounting method and financing of work from 
their own funds. The study will focus on the application of a unified methodol-
ogy for evaluating geological exploration in order to select the most effective 
areas and targets for exploration and rational distribution of financial resources. 
A significant part of researchers is limited to the presentation of quantitative 
estimates of efficiency and forecasting (Abrikosov & Beilin 1983). Also, 
a number of authors considered the geological and economic indicators used in 
assessing the effectiveness of geological exploration work on the example of an 
oil field and gave methods of their calculation and application features on the 
example of a field (Ampilov & Lapo 2010). There are a number of develop-
ments and hypotheses aimed at comparing the methodology of using integral 
indicators of the economic efficiency of projects for the development of hydro-
carbon reserves in the formation of a resource base in the planned and market 
economies of Russia (Anashkin & Rokhlin 2015). The question of the correct 
determination of the economic efficiency of geological exploration, despite its 
obvious importance and relevance, has not been finally resolved. In production 
practice, for this purpose, the value of costs per unit of explored reserves of 
mineral raw materials is used, that is, the cost of exploration for a unit of re-
serves. Bochkarev and Pashkevich (1973) tried to define the economic efficien-
cy of exploration. It should be noted that the literature reflects two types of ap-
proach to the economics of geological exploration from the point of view of 
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state influence on this category of work and autonomous participation in explo-
ration (Brenner 1979). In the literature, there are two approaches that are aimed 
at assessing the effectiveness of exploration work. The first approach is due to 
the development of the mineral resource base of the complex of Russia to en-
sure energy security and determine approaches to risk assessment (Vasiliev 
et al. 2015). The second approach is aimed at ensuring rational subsoil use, cov-
ering various aspects of the management of the mineral resource complex (Vo-
lovich 2013). Authors such as Haldar (2018), Evseenko (2018), Mikhalchuk 
(2020) conducted research in the field of sources of financing for geological 
exploration (Sharf et al. 2016). 

Other researches are based on the application of the principle of discount-
ing cash flows in assessing the effectiveness of exploration work, from which 
follows the calculation of the net discounted profit (Novoselov et al. 2014), 
the internal rate of return and the return-on-investment index (Novoselov et al. 
2014, Melekhin & Afonina 2018). 

The purpose of the study is to develop a methodology for the formation 
of a new economic model for evaluating geological exploration in subsoil use 
for the rational use of the mineral resource base and the development of the 
national economy of Russia and the world. 

The tasks for the realization of the research goal are as follows: 
 consider the problems of valuation of the extraction of minerals; 
 to determine the main indicators for evaluating the conduct of geological 

exploration work in Russia and the world, such as net discounted cash flow, 
discount rates, gross appraised value etc.; 

 to find the optimal distribution of indicators of the economic efficiency of 
geological exploration. 

2. Materials and methods 
Thus, in modern studies, there are practically no materials related to the role of 
methodological aspects of assessing the economic efficiency of geological  
exploration. There are no uniform criteria for evaluating the effectiveness 
of exploration work for making managerial decisions in the implementation of 
projects for the development of hydrocarbon deposits. 

I chose modeling as the methodological basis of our research. This ap-
proach in the study creates a model for evaluating geological exploration in 
subsoil use. It is effective for generalizing various objects, processes and phe-
nomena for effective subsoil use. This model is aimed at imitating a real eco-
nomic process, which will reduce labor costs for making managerial decisions 
to study the economy (Evseenko 2018). This is also relevant when justifying 
changes in the structure of the mineral resource base in the context of the trans-
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formation of the country's fuel and energy complex under the influence of ex-
ternal and internal factors. 

General scientific methods planned for use in research (Kuzina 2020b): 
1. Method of observation. It will be used for direct observation of changes in 

the structure of the mineral resource base and indicators of the fuel and ener-
gy complex in order to further apply deeper methods corresponding to the 
objectives of the study. 

2. Description method. It is a system of procedures for collecting, primary anal-
ysis and presentation of data and their characteristics. In our study, it will be 
used following the observation method, or the data analysis method, in order 
to summarize the changes in resources and hydrocarbon reserves, occurring 
at the present time, or in the future. 

3. The method of analysis will be used to identify and study the individual stag-
es of the process of forming a model for balancing subsoil use. 

4. Application of the induction method as a process of logical inference based 
on the transition from a particular position to a general one will make it pos-
sible to form a unified model for assessing the market of means of produc-
tion for field development. This will allow the development of unified  
algorithms for calculating indicators of the effectiveness of geological explo-
ration. 

5. The forecasting method in our study will imply a special scientific study of 
specific prospects for the further development of the region in which geolog-
ical exploration is being carried out to assess the environment of the geologi-
cal exploration object. 

3. Results and discussion 
The economic assessment of the exploration work is important for the initial 
stage. At the same time, the methodology for creating a new economic model 
for geological exploration, according to the author, is based on the following 
stages: 
- preparation of the geological base, while in the author's opinion it is necessary 

to use the classification of the Society of Petroleum Engineers (SPE), the clas-
sification of the American Association of Petroleum Geologists (AAPG) (Ho-
dler & Bhattacharyya 2014); 

- conducting an integrated assessment of hydrocarbon reserves and resources, 
while using the potential income from the use of predicted resources; 

- bringing the economic assessment of geological exploration works on the ba-
sis of discounting. This method was chosen by the author, because on the ba-
sis of the net discounted value (NPV), decisions are made to continue or re-
fuse work or to adjust the parameters of the project for assessing hydrocarbons 
in the field. 
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To draw up an economic model, it is necessary to be determined in the 
composition of the cost estimates of mineral deposits (CEMD) (Emelyanova & 
Poroskun 2016). 

The main purpose of the valuation of mineral resources and subsoil 
plots is to determine the commercial benefits from their industrial development. 
The indicator of such a valuation is considered being the net discounted value 
(NPV) taken into account to determine the effectiveness and feasibility of im-
plementing the developed investment projects related to the development of 
minerals. The development of investment projects according to the current 
standards and methods is a very laborious and expensive process that requires 
taking into account a variety of input indicators and calculation factors and the 
use of special computer programs. The use of the NPV indicator in the econom-
ic assessment was chosen due to the fact that on the basis of modeling cash 
flows, including all cash receipts and expenses associated with prospecting, 
exploration and development of a predicted or discovered hydrocarbon field. 

The problem of adequately assessing the attractiveness of any invest-
ment project associated with raising capital is to determine how much future 
receipts (or savings) justify today’s costs (Voskresenskaya 2019). Therefore, 
when performing long-term financial calculations, such as a business plan or an 
investment project, there is no doubt that it is necessary to take into account the 
changing nature of the cost of monetary resources (Mikhalchuk 2020). There-
fore, it is necessary to clearly understand the logic of calculating or choosing the 
discount rate and clearly interpret the resulting NPV value. 

Let’s turn to the formula for calculating NPV. 

NPV = ∑ ஼ி೟(ଵା௜)೟ே௧ୀଵ  - 𝐼଴  (1) 

where: 
I0 – initial investment, 
CFt – cash flows in t years, 
N – duration of the project (years), 
i – discount rate. 

 
In Equation (1), the discount rate is constant over time. Provided that 

the discount rate during the year can change an arbitrary number of times M at 
any time j and act for an arbitrary period, then we get the following value of 
the annual discount rate (Kuzina 2020a): 

it = ∑ 𝑖௝௝ெ௝ୀଵ . (2) 
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Substituting the value of the calculated rate it from expression (2) in-
stead of the value of the discount rate i into Equation (1), we obtain the refined 
formula for calculating NPV: 

NPV = ∑ ஼ி೟(ଵା∑ ௜ೕೕಾೕసభ )೟ே௧ୀଵ  - 𝐼଴. (3) 

Thus, Equation (3) takes into account the possibility of changing the 
discount rate during various stages of the investment project. To do this, it is 
enough to set the forecast dynamics of rate changes and the duration of the peri-
od in which it will operate. 

As the main indicator of such calculations for the objects of preliminary 
assessment, it is proposed to determine the estimated value of mineral raw ma-
terials in the subsoil, equivalent to the proceeds (gross income) from the sale of 
commercial products, which can potentially be obtained in the process of full 
development of the evaluated mineral deposit (subsoil plot) (Sharf 2018). 

The indicator that determines the estimated cost of mineral raw materi-
als in the subsoil can be used for the rating assessment of subsoil use objects, as 
well as in cases where analysis, comparison and selection of subsoil use objects 
is necessary, in particular, when developing licensing programs for subsoil use, 
when preparing the terms of tenders and auctions, as well as directly in the pro-
cess of selecting bidders’ bids (Sharf & Grinkevich 2016). 

The model of economic appraisal of geological exploration works is as 
follows: an indicator of the appraised value of mineral raw materials in the sub-
soil is created. The model is based on the commodity value of mineral raw ma-
terials in the bowels of a specific subsoil use object and is determined by the 
Equation (4). 

Sval = Mpriv * Cwl * Iw (4) 

where: 
Sval – gross estimated value of mineral raw materials in the subsoil; 
Mpriv – amount of reserves and (or) predicted resources of the mineral resource 
of the object of assessment in the subsoil, reduced by their reliability to the 
amount of reserves of categories A + B + C1; 
Cwl – average estimated forecast price determined for the Kondratyev cycle; 
Iw – end-to-end extraction of the final product from mineral raw materials in 
unit fractions. 

Mpriv = D0×k1+D1×k2+C2×k3 (5) 

where: 
D0 – prepared resources, 
k1 – confidence factor of category resources D0, 
D1 – promising resources, 
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k2 – confidence factor of category resources D1, 
C2 – estimated reserves, 
k3 – confidence factor of category reserves С3. 

 
Mpriv is calculated using decreasing confidence factors to the amount of 

reserves with a low degree of exploration and to the amount of predicted re-
sources, depending on the degree of their validity. For specific geometrized 
objects with a high degree of exploration, predicted resources of low degrees of 
validity (D2 and D3) (Sharf 2012, Sharf et al. 2016, Sharf 2017) are not includ-
ed in the calculation. Off-balance reserves, the use of which at the time of as-
sessment is impossible for mining, technical, environmental and technological 
reasons, are also inappropriate to include in the calculations (Sharf et al. 2016, 
Sharf et al. 2018). Only those off-balance reserves are included in the calcula-
tion, the use of which may become economically feasible as a result of an in-
crease in the price of this type of mineral raw materials. The values of the relia-
bility coefficients are established for groups of fields according to the complexi-
ty of their geological structure. 

Pwl = ∑௣೔ଵଶ  (6) 

where: 
Pi – average price for hydrocarbons for a year. 

 
The calculation used a floating discount rate based on changes in the in-

terest rate Federal Reserve System (FED) (Swierzbinski 2013). 
So, for example, when producing natural gas, it is worth taking into  

account the change in well flow rates; the calculations take into account the 
maximum flow rates and the minimum flow rates, as well as the application of 
incentives and their absence in relation to income and property tax, as well as 
preferences for payment of land lease. The calculations were based on the prin-
ciples of calculating NPV (according to the formula presented above), while 
various debit rates and changes in the tax environment were assumed. The result 
of calculations using the model in Excel was Table 1. 
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Table 1. Distribution of economic efficiency indicators for various scenarios of natural 
gas production 

Indicators / scenario options 
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no
 b

en
ef

its
 w

ith
 

a 
co

ns
ta

nt
  

di
sc

ou
nt

 ra
te

 

w
ith

 b
en

ef
its

 
w

ith
 a

 fl
oa

tin
g 

di
sc

ou
nt

 ra
te

 

no
 b

en
ef

its
 w

ith
 

a 
co

ns
ta

nt
  

di
sc

ou
nt

 ra
te

 

w
ith

 b
en

ef
its

 
w

ith
 a

 fl
oa

tin
g 

di
sc

ou
nt

 ra
te

 

Accumulated cash flow, RUB mln 45,678.33 47,922.12 91,616.52 96,494.15 
Net present value (NPV), RUB mln -5,634.92 9,162.87 6,509.35 14,723.32 
Internal rate of return (IRR), % 7.47 12.58 12.59 13.78 
Payback period (simple), years – 11.00 8.00 7.80 
Payback period (discounted) (PP), 
years – 17.00 15.00 12.00 

Return on capital investment index 
(ID) 0.80 1.26 1.22 1.30 

Source: compiled by the author based on the research of Kuzina (2020a) 
 
Taking into account the improvement in the quality and reliability of 

data even at the stage of development of hydrocarbon fields, Russian projects 
calculated by the discounted cash flow method (DCF) in 100% of cases have 
significant deviations from the calculated values. Costs and revenues discounted 
for a 25-30 year period after 20 years have practically no effect on NPV and 
internal rate of return (IRR) (Haldar 2018). In addition to the initial data, which 
are “probabilistic” in nature, discount rates (Dr) have a great influence on the 
reliability of calculations (Sharf et al. 2016). The conducted studies (Table 2) 
showed that, depending on the value of the discount rate, the economic esti-
mates of the same object differ by +, - 16.5% of the discount rate adopted in the 
calculations = 10%. 

The need to carry out calculations in Table 2 is that the discount rate in 
various options shows the change in all indicators of economic efficiency in-
cluded in the model of economic evaluation of exploration work. 

The following results were obtained, according to the hypothesis at the 
beginning of the work: the main indicators for evaluating the conduct of geolog-
ical exploration work were determined, such as net discounted cash flow,  
discount rates, gross appraised value etc. The results obtained can be used for 
making decisions in the operation of deposits both on the part of the subsoil 
user and on the part of state bodies. 
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Table 2. Analytical generalization of the parameters of calculations using the DCF 
method at various discount rates 

Calculation options parameters 
Value of indicators 
IRR PP ID 

1. calculation at Dr = 5% 14.80 9.8 1.40 
2. calculation at Dr = 8% 13.60 10.2 1.36 
3. Basic calculation for Dr = 10% 12.73 12.0 1.24 
4. calculation at Dr = 12% 12.05 13.2 1.20 
5. calculation at Dr = 15% 10.30 14.8 1.18 
6. calculation at Dr = 20% 8.60 15.2 1.06 

Source: compiled by the author based 
 
Most of the author, whose works I refer to in the introduction, touch 

upon the problem of assessing the value of a deposit, and not geological explo-
ration for development. These conclusions contradict my point of view, since 
I believe that, first of all, it is necessary to assess the economic efficiency of 
geological exploration, and then proceed to the cost estimate of the field. 

There are limitations in the assessment of geological exploration work, 
since all possible risks of a subsoil user making a decision were not taken into 
account. These contradictions will serve as the basis for my further research. 

4. Conclusion 
1. An analysis was made of the current state of the literature in the field of 

methodology and modeling of the economic efficiency of geological explo-
ration in subsoil use. 

2. The main methods for the study were considered, the modeling method was 
chosen, since it is the most optimal when generalizing various objects, pro-
cesses and phenomena for effective subsoil use. 

3. The author has compiled a model of economic evaluation of geological ex-
ploration work, which is based on the commodity value of mineral raw mate-
rials in the bowels of a particular subsoil use object. 

4. The uniqueness of the results lies in the optimization of the main indicators of 
the valuation of mineral raw materials, the basic principles of calculating  
the discounted cash flow, discount rate, payback period and internal rate of 
return are given. 
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Abstract: Growing ecological awareness in society and legal regulations aimed at 
reducing the negative impact of used products on the environment means that waste 
management begins to play a significant role in the modern world. Therefore, it is 
necessary to conduct research towards the organization and implementation of 
waste management. It has been noticed that an important link in the economy is the 
recycling of used products. Thus, numerous studies are undertaken in the direction 
of organization, improvement, automation and computerization of the product and 
material recycling process. The article presents the results of literature research in 
terms of the implementation of the end-of-life vehicle recycling process. 
Keywords: waste management, reuse, recovery, recycling,  
end-of-life vehicle (ELV), recycling network, recycling system, disassembly 

1. Introduction 
Efficient waste management is a challenge to be faced by today's society. Waste 
generated at the stage of production is being called post-production waste, it re-
sults from production technology and defective products (Woźniak et al. 2017, 
Nawrocki et al. 2018, Kielec et al. 2018). In the area of production, measures are 
taken, environmental research is carried out (Lenort et al. 2019), the aim of which 
is to reduce the amount of waste generated by this sector. One of such activities 
is the use of 3D scanning and 3D printing technology in the production process 
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(Jakubowski et al. 2016, Jakubowski et al. 2017, Jakubowski et al. 2018, Króli-
kowski et al. 2019, Królikowski et al. 2019a, Pałka et al. al. 2020). The reduction 
of post-production waste is in line with the implemented concept of Industry 4.0 
(Kostrzewski et al. 2020, Królikowski et al. 2021). Waste generation can also be 
counteracted by modern technologies (Szajna et al. 2020, Zwolińska et al. 2020, 
Szajna et al. 2020a, Szajna et al. 2019) implemented in the industry, which are 
also part of the Industry 4.0 concept. 

However, an important element in waste management are urban areas, 
which have to cope with a significant amount of waste generated by city dwellers 
(Zajac et al. 2019, Zajac et al. 2019a, Zajac et al. 2020, Zatrochova et al. 2020). 
The waste generated in this way should be collected and transported (Izdebski & 
Jacyna 2018), with minimized amount of partially filled transports (Wozniak et 
al. 2016, Wozniak et al. 2018) and an environmentally friendly transport system 
(Jacyna et al. 2018) in the scope of the implemented concept of sustainable 
transport (Chamier-Gliszczyński 2011, Chamier-Gliszczyński & Bohdal 2016, 
Chamier-Gliszczynski 2016a). 

Pursuant to Directive 2008/98/EC, waste management refers to the im-
plementation of processes related to the collection, accumulation, transport and 
processing of waste. Taking into account the provisions of the directive, waste 
management covers a number of processes, i.e. segregation 𝑺𝑬, collection 𝒁𝑩, 
transport 𝑻𝑹, storage 𝑴𝑨, recovery 𝑶𝑫, disposal 𝑼𝑵, supervision 𝑵𝑨, which 
are necessary for the implementation of waste management. Thus, we can write 𝑴𝑾𝑴 waste management in the form of an ordered set of seven: 

 𝑴𝑾𝑴 = 〈𝑺𝑬,𝒁𝑩,𝑻𝑹,𝑴𝑨,𝑶𝑫,𝑼𝑵,𝑵𝑨〉 (1) 

The article focuses on the recovery process, which includes all activities 
leading to the reclamation of waste in whole or in part, leading to obtaining sub-
stances, materials or energy. Pursuant to EU legislation, a recovery process is any 
activity which does not pose a threat to life, human health or the environment, 
which leads to the use of waste in whole or in part, recovery of substances, ma-
terials or energy from waste and their use. Thus, recovery can be written as a two-
element set of processes, i.e.: 

 𝑶𝑫 = ሼ𝑶𝑬,𝑹ሽ (2) 

The elements in such a set are the energy recovery process 𝑶𝑬 and the 
recycling process 𝑹. 

The article presents analysis of the recycling process, which means the 
re-processing of waste in the production process in order to obtain substances or 
materials for primary or other purposes. 

The aim of the article is to present selected activities and research that 
are undertaken towards the implementation of the recycling process in the area of 
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transport with special focus on the end-of-life vehicle recycling process. The im-
plementation of the goal will be based on the literature analysis of the issue. The 
research process will use data available on the Scopus and Web of Science plat-
forms. 

2. Recycling in transportation 
Waste management in transportation is an important element of activities, here  
– recycling is the most common process. Recycling is a component of two forms 
of recycling, i.e. product recycling 𝑹𝑷 and material recycling 𝑹𝑴, i.e.: 

 𝑹 = ሼ𝑹𝑷,𝑹𝑴ሽ (3) 

Product recycling 𝑹𝑷 consists of recovering parts and components in 
good technical condition from used products (e.g. end-of life vehicles (ELV)). 
The elements recovered in such a way become spare parts that can be successfully 
reused. The recycling defined in this way can be divided into two forms of recov-
ery, i.e.: 

 𝑹𝑷 = ሼ𝑹𝑷𝑩,𝑹𝑷𝑹ሽ (4) 

The first form is direct product recycling 𝑹𝑷𝑩, that is disassembly of 
parts and subassemblies that can be directly reused. The second form is product 
recycling in the form of 𝑹𝑷𝑹 regeneration, which consists in restoring the func-
tional properties of the recovered part through the regeneration process. It is im-
portant that regeneration requires additional expenditure in the form of man-
power, the use of appropriate technology and raw materials, as opposed to direct 
product recycling. 

On the other hand, material recycling consists in processing the parts re-
covered from used products into raw materials. Regarding end-of life vehicles, 
the set 𝑹𝑴 can be written as (Chamier-Gliszczyński 2011a): 

 𝑹𝑴 = 𝑴𝑺 ∪𝑴𝑵 ∪𝑴𝑻 ∪ … ∪𝑴𝑷 (5) 

The elements of the 𝑹𝑴 collection are recovered raw materials, i.e. 𝑴𝑺 
– steel scrap, 𝑴𝑵 – non-ferrous scrap, 𝑴𝑻 – plastics, 𝑴𝑷 – liquid raw materials 
(fuel, oils, operating fluids), etc. 

The implementation of a complex recycling process in waste manage-
ment allows not only material and energy savings but is also a necessity resulting 
from the recommendations relating to waste management. The recommendations 
state that waste generation should be avoided, and if it cannot be avoided, it 
should be reused for the same or a different purpose. If this is not possible, it 
should be stored or disposed in an environmentally safe way. 
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3. Research project 
The research project concerns a literature review on the implementation of re-
search in the field of vehicle recycling. The research will be based on the Web of 
Science and Scopus databases. For the purposes of the research, the end-of life 
vehicles 𝑴𝑹𝑬𝑳𝑽 model was defined in the form of an ordered five, i.e.: 

 𝑴𝑹𝑬𝑳𝑽 = 〈𝑹𝑺,𝑵𝑺,𝑫𝑷,𝑹𝑹〉 (6) 

The first element of the model is 𝑹𝑺 research on the treatment of ELV 
recycling in system categories. Interpreted ELV recycling system is an interre-
lated system of technical, organizational and human measures, the aim of which 
is to implement the process of recycling used vehicles. 

Another element is research on the construction and organization of the 
ELV 𝑵𝑺 recycling network. The ELV recycling network consists of entities that 
participate in the process of waste vehicle management and a set of characteristics 
described on the network connections (e.g. financial, material, information char-
acteristics). The purpose of creating the system and network is to minimize the 
negative impact of used vehicles on the environment and to obtain raw materials 
for production. The research area related to the ELV recycling system is presented 
in Table 1, and to the ELV recycling network in Table 2. 

 
Table 1. Research areas for the ELV recycling system 

Research area Source 
Development of assumptions for the construction  
of the ELV recycling system. Interpretation of the system 
in a block layout. 

Chamier-Gliszczyński 
2011b 

Comparative studies of ELV recycling systems operating 
in the EU, Japan, Korea, China and the USA Sakai et al. 2014 

Optimization research of the ELV recycling system based 
on ExtendSim software Deng et al. 2018 

A conceptual approach to the problem of vehicle recycling 
in China Yu et al. 2019 

Research integrating the ELV recycling system in China  
in terms of material flow and LCA life cycle assessment Liu et al. 2020 

Research on the ELV recycling process in a systemic  
perspective Li et al. 2021 

SWOT analysis for the ELV recycling system Numfor et al. 2021 
Analysis of activities in the area of the ELV recycling sys-
tem in the aspect of extended responsibility of the vehicle 
manufacturer 

Khan et al. 2021 
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Table 2. Research areas for the ELV recycling network 

Research area Source 
Identification of the recycling network in a three-stage  
system of collection and recycling of used vehicles 

Chamier-Gliszczyński 
2005 

Optimization of the location of enterprises operating 
within the ELV recycling network with the criterion  
of total network operating costs 

Merkisz-Guranowska 
2010 

Identification of a two-criteria model for the location  
of recycling companies, taking into account the prefer-
ences of vehicle owners and enterprises 

Merkisz-Guranowska 
2013 

Optimization studies of the location of disassembly  
stations in the ELV recycling network Gołębiewski et al. 2013 

Research on the business model of SMEs participating  
and cooperating in the ELV recycling network Hovest et al. 2016 

Optimization research of the recycling network in terms  
of CO2 emissions Xiao et al. 2019 

Optimization research on the example of the recycling  
network operating in Istanbul Kusakci et al. 2019 

Research in the area of ELV recycling network design Merkisz-Guranowska 
2020 

 
The core element of the ELV recycling system and network is the 𝑫𝑷 

disassembly process, which is the basis for the idea of recovering components 
and materials from used vehicles. It is the disassembly process that enables prod-
uct and material recycling. This process is another element of the end-of life ve-
hicles 𝑴𝑹𝑬𝑳𝑽 model, and the research in this area is presented in Table 3. 

 
Table 3. Research areas for ELV disassembly 

Research area Source 
Description and identification of the elements of the disas-
sembly process 

Chamier-Gliszczyński 
2010 

Optimization of the recovery of elements and materials 
from ELV based on the implementation of the disassembly 
process 

Chamier-Gliszczyński 
2011c 

Optimization of the disassembly process using the PSO 
(particle swarm optimization) algorithm Zhou et al. 2016 

Analysis of the storage process as one of the elements  
in the ELV disassembly station Kudelska et al. 2017 
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Table 3. cont. 

Research area Source 
Implementation of the method of sustainable resource 
management at the ELV disassembly station Kosacka et al. 2017 

Research on the disassembly process in the aspect  
of the concept of sustainable development and analytical 
evaluation of the process using the AHP method 

Zhang & Chen 2018 

Research on the development of a line for disassembly  
of vehicles Zhang & Chen 2018a 

Automation of the ELV disassembly process, implementa-
tion of RFID technology Dia & Zhou 2018 

Multi-criteria assessment of the disassembly process  
as a support for the ELV recycling process Li et al. 2019 

Research on the development of decision-making pro-
cesses at the stage of disassembly implementation in ELV 
recycling companies 

Czajda et al. 2019 

Description of the waste management method in the ELV 
dismantling process Kosacka-Olejnik 2019 

Sustainable design of a plant with an ELV dismantling line Li et al. 2021 
Optimization of the ELV disassembly process with  
a description of the individual process steps Zhang & Liu 2021 

 
Research in the field of ELV recycling is also carried out in relation to 

individual parts, subassemblies and given materials. Research is also carried out 
on the development of indicators for assessing the recycling process. In the end-
of life vehicles 𝑴𝑹𝑬𝑳𝑽 recycling model, these studies are identified as other 
studies relevant to the implementation of ELV recycling. Study identifications in 
the area of other 𝑹𝑹 studies are presented in Table 4. 

 
Tabele 4. Research areas in the category of other ELV recycling studies 

Research area Source 

Research on the development of energy storage with  
the use of ELV batteries 

Jajczyk & Słomczyński 
2019,  

Filipiak et al. 2019,  
Jajczyk & Lorkiewicz 

2018 
Planning and Management of the Mechanical Assembly 
Sequences Sąsiadek et al. 2018 
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Tabele 4. cont. 

Research area Source 
End-of-life vehicle management: a comprehensive  
review Karagoz et al. 2019 

Optimizing energy consumption in the ELV recycling 
process Petronijevic et al. 2020 

The State of the Air Quality in Poland Gabryelewicz et al. 2020 
Raw material and environmental safety of industrial  
processes Gabryelewicz et al. 2021 

Research on the use of robots in the process of recycling 
batteries from vehicles Zhou et al. 2021 

Modeling the market for ELV recycling Mohan & Amit 2021 
Application of the Deep CNN-Based Method  
in Industrial System for Wire Marking Identification Szajna et al. 2021 

Research on the implementation of a unique recycling 
strategy aimed at the simultaneous use of the cathode 
and anode from waste batteries 

Meng et al. 2022 

4. Summary 
The problem of managing used products with an indication of used vehicles has 
long been a subject of discussion. It was the European Union that was one of the 
first to take steps to regulate this issue. The activities focused on regulating the 
issue of waste collection and its processing in a manner that does not endanger 
the environment. An important element in these activities is the process of devel-
oping end-of-life vehicles. For this purpose, the recovery process has been de-
fined and its components in the form of product and material recycling have been 
specified. It was also emphasized that the disassembly process is the basic ele-
ment of recycling. The research process, the results of which are presented in the 
article, showed that one of the important issues in this regard is the systemic ap-
proach to the end-of life vehicle recycling process, the organization of a recycling 
network and research to improve the ELV disassembly process. 
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